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Summary

The aim of this thesis is to contribute to the miniaturisation of integrated circuits (ICs)
by investigating area-selective atomic layer deposition (AS-ALD). AS-ALD is a bottom-
up technique for pattern replication with molecular level control based on the selective
surface reactions of atomic layer deposition (ALD) precursor molecules on a pre-patterned
substrate. The selectivity can be induced or enhanced by selective surface passivation
in the areas where deposition of the film is not wanted. The surface can be passivated
by hydrophobic self-assembled monolayers (SAMs). SAMs are dense, ordered monolayers
that are spontaneously formed by the adsorption of organic molecules on a surface. For
example, the adsorption of alkanethiol molecules on metal surfaces inhibits the deposition
of metal oxide films on the metal. Nevertheless, not all ALD precursor molecules are
equally inhibited. In addition, defects in the SAM act as nucleation sites for thin film
deposition.

The SAM passivating properties were investigated in this thesis by molecular dynamics
simulations. First, the structure of a dodecanethiol monolayer on a Au(111) surface was
simulated at various temperatures to monitor the conformational changes of the SAM.
At low temperatures (200 K), the SAM is perfectly ordered. A dense barrier is formed.
In contrast, at higher temperatures (400 K), a disordered monolayer is observed. Hence,
the temperature at which the ALD process is performed is an important factor for the
applicability of AS-ALD.

Second, the presence of intrinsic diffusion channels in a perfect monolayer was invest-
igated by simulating the interaction of gold atoms with the SAM. Although experiments
revealed a continuous penetration of the monolayer, no diffusion in the SAM was observed
during 100 ns simulations at low (200 K) and high (600 K) temperatures. These obser-
vations suggest that the penetration of gold atoms in the SAM is caused by defects or by
transient diffusion channels formed by fluctuations in the alkanethiol positions.

Finally, the interaction of trimethylaluminium (TMA) molecules with a dodecanethiol
SAM was examined. TMA is a frequently used precursor molecule in ALD of aluminium
oxide films. Since the OPLS force field does not contain atom types for aluminium atoms,
a TMA molecule was parametrised and the force field was extended. At 400 K, the TMA
molecules clustered on top of the SAM surface, but no penetration was observed. Point
and line defects were subsequently introduced by removing dodecanethiol molecules from
the monolayer. The removal of two molecules from the monolayer resulted in the diffusion
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of TMA to the substrate-SAM interface, where reaction with the Au or S atoms might
occur. Hence, the presence of small pinholes in the SAM is sufficient to introduce ALD
nucleation sites at the substrate-SAM interface.
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Samenvatting

Het doel van deze thesis is om bij te dragen aan de miniaturisatie van gëıntegreerde scha-
kelingen door de oppervlakte selectieve atoomlaag depositie (AS-ALD) te onderzoeken.
AS-ALD is een bottom-up techniek om patronen reproduceren met een moleculaire precisie
gebaseerd op de selectieve chemisorptie van atoomlaag depositie (ALD) precursor molecu-
len op een heterogeen substraat. De selectiviteit kan verbeterd worden door het oppervlak
te passiveren op gebieden waar de depositie niet gewenst is. Dit wordt verwezenlijkt door
hydrofobe zelf-geassembleerde monolagen (SAMs) te vormen. SAMs zijn dense, geordende
monolagen gevormd door de spontane adsorptie van organische moleculen op een oppervlak.
De adsorptie van alkaanthiolen op metaaloppervlakken, bijvoorbeeld, kan de depositie van
een metaaloxide film op het oppervlak blokkeren. Niet elke ALD precursor wordt echter
evenveel verhinderd en defecten in de monolaag resulteren in de nucleatie van precursor
moleculen op het substraat.

In deze thesis zijn de passiverende eigenschappen van de SAM onderzocht via molecu-
laire dynamica simulaties. Een dodecaanthiol monolaag op Au(111) is eerst gesimuleerd bij
verschillende temperaturen om de conformationele veranderingen in de SAM na te gaan.
Bij lage temperaturen, gelijk aan 200 K, is de SAM perfect geordend. Een dichte barrière
wordt gevormd. Bij hogere temperaturen daarentegen, hoger dan 400 K, is de monolaag
wanordelijk. De temperatuur waarbij het ALD proces uitgevoerd wordt is dus cruciaal
voor de toepasbaarheid van AS-ALD.

Vervolgens is aanwezigheid van intrinsieke diffusiekanalen in een perfecte monolaag
onderzocht door de interactie van goud atomen met de SAM te simuleren. Hoewel een
continue penetratie van de monolaag geconcludeerd werd in experimenten, resulteerden
100 ns simulaties bij lage (200 K) en hoge (600 K) temperaturen niet in diffusie. Dit
resultaat suggereert dat de diffusie van goud atomen in de SAM veroorzaakt wordt door
defecten of door tijdelijke diffusiekanalen gevormd via fluctaties in de alkaanthiol posities.

Tot slot is de diffusie van trimethylaluminium (TMA) molecules in de SAM onderzocht.
TMA is een populaire precursor voor de depositie van aluminiumoxide films via de ALD
techniek. Aangezien het OPLS krachtveld geen atoomtypes voor aluminium atomen bevat,
werd een TMA molecule geparametriseerd en het krachtveld uitgebreid. De TMA molecu-
les vormden clusters op het SAM oppervlak bij 400 K, maar diffusie werd niet geobserveerd.
Punt- en lijndefecten zijn vervolgens gëıntroduceerd door dodecaanthiol moleculen te ver-
wijderen uit de monolaag. De verwijdering van twee moleculen resulteerde in TMA diffusie
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naar het substraat-SAM grensvlak, waar reactie met de goud of zwavel atomen mogelijk
is. De aanwezigheid van kleine puntdefecten is dus voldoende om de nucleatie van ALD
precursoren aan het substraat-SAM grensvlak mogelijk te maken.
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Chapter 1

Introduction

1.1 Moore’s law

The invention of computers revolutionised our society. People all over the world use a
computer every day and our economy relies on it. The main element of a computer is the
central processing unit (CPU), which executes all operations. A CPU mostly consists of one
chip or integrated circuit (IC), composed of billions of transistors. In 1965, Gordon Moore
observed that the number of components on an IC doubled each year [1]. In addition,
he predicted this trend to be continued in the future. Ten years later, in 1975, Moore
adjusted the period to two years in a speech. Moore’s law evolved from an observation and
prediction to a goal for the semiconductor industry [2]. Over the years, computers became
smaller, cheaper and faster at an astounding rate.

Maintaining the law required a myriad of technological advancements. Figure 1.1a
depicts a graph used by Moore in his 1975 speech. He splits the technological improvements
leading to the increasing number of transistors in three contributions. The first contribution
arises from larger chip areas. The second denotes the dimensional reduction of features,
as smaller structures allow for higher transistor densities. Nevertheless, these geometrical
changes are not sufficient to explain the observed rate. A third, important contribution is
given by new device architectures resulting in better packing efficiencies. Moore revised
his initial prediction, because he thought progress here approached a limit.

Today, the third contribution still plays an important role. New devices architectures,
materials and manufacturing processes are being developed. In the last decade, the three-
dimensional FinFETs [3], new gate dielectric materials [4] and immersion lithography [5]
were introduced. Currently, electronic devices are fabricated by the 14 nm process. The 10
nm process is expected to be incorporated later this year. As the dimensions further reduce,
physical limits are reached and several researchers question the attainability of Moore’s law
[6]. Will the pace slow down in the coming years or will industry and academics drastically
change today’s electronic devices [7, 8]?
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(a) Different contributions to the development
of ICs according to Moore in 1975.

(b) The evolution of the number of transistors
on an IC is still in line with Moore’s law. The
figure was adapted from ref. [6].

Figure 1.1

1.2 Atomic layer deposition

1.2.1 Introduction

Atomic layer deposition (ALD) has become a very important technique for the manufac-
turing of nanometre-scaled ICs [9]. ALD is a thin film deposition technique based on
sequential self-limiting chemisorption reactions [10, 11]. First, an inorganic, gaseous pre-
cursor molecule is adsorbed on a solid substrate. Upon saturation, the reaction by-products
and the excess of precursor are removed. A second gas-phase reagent is then introduced,
which reacts at the surface to form the desired product. After purging, the cycle can be
repeated, as shown in Figure 1.2. The two precursor molecules thus never meet in the
gas-phase. The thickness of the final film is determined by the number of reaction cycles.

The ALD process has several advantages [11]. Since the deposition technique is based
on self-limiting chemisorption reactions, control of the film thickness at a molecular level is
achieved. In contrast to physical deposition techniques, such as physical vapour deposition,
the interactions are specific and strong. This can be exploited for selective deposition on a
patterned substrate. ALD allows for conformal deposition on three-dimensional substrates.
Moreover, the technique can uniformly cover large samples or multiple substrates with
variety of inorganic films. The ALD grown materials include oxides, sulphides, nitrides, ...
of various elements [10]. ALD processes to deposit new materials are continuously being
developed.

Good ALD reactants are volatile, thermally stable at the process temperature and
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Figure 1.2: Schematic representing one ALD cycle taken from ref. [10].

undergo fast and complete reactions [10]. These properties can be optimised by adequate
ligand design. However, ligands can also introduce steric hindrance or impurities in the
film. A divers range of inorganic and metalorganic ligands have been investigated, e.g.
halides, cyclopentadienyls, alkoxides, β-diketonates, amidinates, ...

The deposition of an aluminium oxide film by ALD is well studied and serves as a model
system [10, 11]. Aluminium oxide is widely investigated due to the large band gap and mod-
erately high dielectric constant [12]. The most common precursor pair is Al(CH3)3/H2O.
Other reactants for Al2O3 film growth are O3, O2, H2O2 or even NO2. TMA is considered as
an ideal precursor due to its self-terminating surface reactions and high reactivity. Steric
hindrance is the main factor causing saturation of the TMA chemisorption on reactive
surfaces. Other advantages include the high vapour pressure and production of inert by-
products [13]. Alternatively, a trichloroaluminium precursor can be used. Nevertheless, in
this case the ALD process produces corrosive HCl, which can etch the film [13].

3



1.2.2 Thin film growth

The growth per cycle (GPC) is defined as the amount of material deposited per ALD cycle
[10, 14]. This is often less than one monolayer [11]. The GPC depends on the number
of reactive surface sites, on the steric repulsion and on the temperature. In the initial
stages of the deposition process, different values for the GPC can be observed based on
the difference in reactivity of the substrate and the deposited film. Substrate inhibited,
enhanced or linear growth can be distinguished, after which the GPC evolves to a constant
value.

The different growth modes for ALD processes with GPCs less than one monolayer are
given in Figure 1.3: (a) the formation of the second monolayer starts only when the first
monolayer is completed. (b) shows the opposite case. In the first cycle nuclei are formed,
which subsequently grow until the hemispheres coalesce. This model is called the island
growth and is most often observed. Random deposition, (c), is preferred when all reactive
sites have an equal probability for chemisorption. It should be emphasised that the GPC
and the growth mode are uncorrelated. The reactivity of the substrate cannot be related
to the growth mode and vice versa.

Figure 1.3: Different ALD growth modes versus the cycle number n, taken from ref. [10].

1.2.3 Temperature dependence

The ALD window is defined as the processing temperature range in which the growth pro-
ceeds by self-limiting surface reactions, as shown in Figure 1.4a. At too high temperatures,
the precursor molecules decompose or desorb from the surface, resulting in limited GPCs
[11]. At low temperatures, incomplete reactions and physisorption introduce impurities.
In addition, slower mass transport and lower reaction rates increase the time to reach sat-
uration [15]. The GPC can also vary in the ALD window, as the reaction mechanism and
the number of active surface sites may depend on the temperature.

The Al(CH3)3/H2O deposition is characterised by a wide temperature range. Smooth
aluminium oxide layers were grown at temperatures as low as 306 K [15]. The upper
temperature for the Al(CH3)3/H2O ALD process is defined by the TMA decomposition at
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600 K [16]. Figure 1.4b illustrates the variation of the aluminium oxide GPC within the
ALD window. The negative slope of the line is due to the decreasing number of the surface
hydroxyl groups [12].

(a) Schematic of the temperature de-
pendence of the GPC. Figure taken
from ref. [11].

(b) Temperature dependence of the Al2O3

growth. Figure taken from ref. [10].

Figure 1.4

1.2.4 Al2O3 deposition

Density functional theory (DFT) calculations on cluster models resolved the Al(CH3)3/H2O
ALD reaction mechanism on hydroxyl and thiol terminated Si(100) and Ge(100) substrates
[14]. A similar reaction mechanism for the Al(CH3)3/H2O ALD process on hydroxylated
alumina substrates was found by periodic DFT calculations [12]. As shown in Figure 1.5, a
Lewis acid-base complex between TMA and the hydroxyl/thiol functional group is formed
first. The hydroxyl/thiol hydrogen is then transferred to a methyl ligand and a methane
molecule is released. The aluminium atom forms a coordinative bond to the substrate
to maintain a tetrahedral geometry and a second methane molecule is released by the
dimethylaluminium complex. Further dissociation of monomethylaluminium is thermody-
namically/kinetically unfavourable for hydroxyl/thiol terminated substrates respectively.

The addition of water molecules causes the liberation of the last Al-bound methyl group
to form an aluminium oxide. Nevertheless, a competitive mechanism involves a hydrogen
transfer to a substrate - O/S - Al backbond. The resulting monomethylaluminium termin-
ated substrate leads to a lower GPC for the second ALD reaction cycle, as this surface
is only slowly hydrolysed. The formation of methyl terminated surfaces and associated
ALD blocking from the second cycle on is also observed for TMA chemisorption on a bare
substrate. On an oxide material without hydroxyl groups, the TMA methyl groups are
transferred to bridging oxygens until saturation of the surface with methyl groups. In
standard reaction conditions, the ligand exchange reaction at hydroxyl functional groups
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Figure 1.5: Mechanism of the TMA chemisorption reaction on hydroxyl and thiol termin-
ated surfaces according to ref. [14].

and dissociative adsorption on bridge sites compete [12, 17]. Finally, hydrophobic surfaces,
such as hydrogen terminated silicon surfaces, effectively inhibit the aluminium oxide ALD
process [18].

1.3 Top-down and bottom-up patterning

Although thickness control on an atomic scale can be achieved by the ALD process, the
trend towards smaller and more three-dimensional features complicates the fabrication of
IC. One of the challenges imposed by the miniaturisation is the patterning. In order to
make the ICs, several thin layers of different conducting and isolating materials must be
deposited and patterned into a well-defined structures on the chip.

Photolithography is a popular method to pattern various types of materials [19, 20].
A photosensitive resist layer, often a polymer [21], and a patterned mask are placed on
top of the substrate. Exposure to ultraviolet light induces photochemical reactions in the
resist, after which part of the resist is removed by dissolution. The template is etched
in the underlying substrate and the resist is striped off. As a result, the mask pattern is
replicated in the matrix material by means of a protective resist layer.

However, the self-alignment error is a major problem of photolithography [22]. While
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reproducing a pattern, small shifts can occur, as visualised in Figure 1.6. The continu-
ous downscaling of transistor sizes requires very accurate pattern placement. Errors in
the alignment can have large consequences for the performance. In addition, high energy
photons are needed to match the wavelength with the device dimensions. Finally, pho-
tolithography is a complicated, expensive and time-consuming process [23]. As a result,
the development of new patterning methods is an important goal for the semiconductor
industry.

Figure 1.6: Schematic of the edge alignment error.

Bottom-up patterning alternatives are increasingly gaining attention to replace the cur-
rent top-down approaches [24]. Instead of patterning a material, the next layer is selectively
deposited on top of a pre-existing pattern based on a difference in chemical affinity between
the different substrate materials. The area-selective ALD process is based on the selective
chemisorption of ALD precursor molecules on specific areas of a substrate. For example, it
was mentioned in the previous section that the TMA ALD process is inhibited on methyl-
and hydrogen-terminated surfaces [14, 18]. The selectivity can be enhanced by surface
passivation or activation [22, 23]. Passivation can be achieved by the selective formation of
hydrophobic self-assembled monolayers (SAMs) on certain substrate areas. The pattern-
ing of integrated circuits by the AS-ALD technique could become more accurate, cheaper,
simpler and faster as compared to the traditionally used photolithography. Moreover, the
SAM deposition can be performed in the ALD reactor and therefore be integrated in the
ALD process. [25].

1.4 Self-assembled monolayers

1.4.1 Introduction

Self-assembled monolayers arise from the spontaneous adsorption and assembly of organic
molecules on a surface in well-defined, closely packed structures [26, 27, 28]. The resulting
aggregate is an ordered, laterally organised monolayer. One such molecule typically consists
of a head group, backbone and end group [29], as shown in Figure 1.7. The solution or
vapour-deposited molecules chemisorb on the substrate through the interaction with the
headgroup. A dense barrier is formed, since the organic molecules tend to align and tilt
with respect to the surface in order to optimise the van der Waals interactions between
the backbones [30]. By altering the end group one can modify the surface properties e.g.

7



the mechanical and physical properties or the reactivity of the surface [29]. The specific
properties of several functional end groups have been characterised [26, 31].

The most well-investigated example is the organisation of alkanethiol molecules on
metal surfaces. Other examples include the affinity of silanes towards hydroxylated sur-
faces or the adsorption of phosphonic acids on metal oxides [29, 32]. Due to their easy
preparation, stability and controllable surface properties SAMs have a wide variety of ap-
plications including catalysis [27], corrosion prevention [33, 34] and adhesion [28, 35]. Their
biocompatibility further provides biochemical possibilities e.g. in sensors [36, 37, 38]. In
this thesis, the inhibition of the ALD process on a metal surface by a hydrophobic alkane-
thiol monolayer is examined.

Figure 1.7: Components of an alkanethiol SAM on a Au(111) substrate with their proper-
ties. Figure taken from ref. [29].

1.4.2 The alkanethiol SAM structure on a Au(111) surface

The insights in the structure of an alkanethiol SAM on Au(111) grew with the application
and improvement of analytical techniques. However, despite more than 25 years of intensive
research and the application of a wide variety of techniques [39], the exact nature of these
SAMs is still under debate [40]. In this subsection, an overview of the SAM structure
will be given by a bottom-up approach. First, the geometry of the gold substrate will be
discussed.

Gold is inert towards corrosion or oxidation [41], has a high sulphur affinity [31], it is
not toxic to cells [29] and can be studied with several experimental techniques [27]. Bulk
gold atoms arrange in a face-centred cubic (fcc) lattice. This is one of the two closed-
packed structures with a coordination number of twelve, the other being the hexagonal
close-packed polytype (hcp) [42], as depicted in Figure 1.8a. In Au(111) the brackets
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denote the structure of the surface. The (111) Miller indices are allocated to a crystal cut
by a plane orthogonal to the sum of the three lattice vectors.

(a) Hcp and fcc close-packed polytypes. Figure taken
from ref. [42].

(b) STM topograph of the Au(111)
herringbone reconstruction. Ridges
appear bright. Figure taken from ref.
[43].

Figure 1.8

The Au(11) orientation provides the lowest energy surface [39, 43]. Nevertheless, a bare
Au(111) surface rearranges to lower the surface free energy. The reconstructed surface
consists of alternating fcc and hcp domains which are separated by elevated ridges, as
shown in Figure 1.8b [43, 44]. The domain sizes range from 50 Å to 150 Å but hcp regions
consistently have a smaller width than fcc regions. The domain boundaries can be seen to
align with the (121) lattice vector. However, due to the threefold lattice symmetry, domains
and boundaries can be rotated 120◦, so that equivalent patterns in three directions coexist.
At the rotational edges, where boundaries intersect, atoms are raised above the surface
plane. The atomic corrugation was identified both on bulk single crystals and thin films.

The position of the adsorption site of the alkanethiol SAM on a Au(111) surface and the
chemical state of the head group are still unresolved [29, 40]. Experimental and theoretical
papers point towards tetrahedral [30, 45] or octahedral holes [46, 47], bridge sites [48, 49] or
on top positions [50, 51]. In addition, several groups observed the coexistence of different
SAM bonding configurations [52, 53, 54, 55, 56]. Thiolate [47, 57, 58, 59] and disulphide
[53, 55] formation at the interface was proposed first, but it is now generally accepted that
the chemisorbed species is a thiolate [50, 52, 60, 61]. Diffraction [28, 35, 62], AFM [63]
and STM [64] studies showed a hexagonal symmetry with a sulphur-sulphur spacing of 5.0
Å. A (

√
3 ×
√

3)R30◦ ordering was proposed, as shown in Figure 1.9. At saturation, the
surface Au:S ratio equals 3:1 if a perfect monolayer is formed.
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Figure 1.9: The arrangement of alkanethiols on Au(111) with white, grey and black Au, S
atoms and alkanechains respectively. Figure taken from ref. [29].

As mentioned in the introduction, the chains tilt to maximise the van der Waals interac-
tions by establishing the perfect interchain distance [52, 59]. This results in the formation
of domains with a uniform tilt direction [40]. The tilt angle is defined as the angle between
the surface normal and the alkanethiol backbone. Average tilt angles varying from 25◦

[27, 35] over 32◦ [62, 65] to 40◦ [26] were measured. In general, the tilt angle is mostly as-
sumed to be around 30◦ [28, 66]. However, the tilt angles and orientations are temperature
and chainlength dependent [65]. The diffraction studies of Camillone et al. [62] deduced
a 45◦ twist angle, indicating that half of the backbones would be rotated 90◦ around their
molecular axis as compared to the other half.

In 2006 an alternative model was proposed in which two thiolate molecules are bound to
a gold adatom forming a staple motif RS-Au-SR [61]. The gold adatoms would originate
from the surface reconstruction, from step edges or from one-atom deep pinholes and
terraces in the gold surface [40, 67]. The position of the adatom was elucidated by means
of DFT [61, 67, 68]. The results showed that the adatom is placed most likely on a bridge
site, as demonstrated in Figure 1.10a. The head group binds to both the adatom and a
surface gold atom [67]. The atop bond length of 2.49 Å corresponds well to experimental
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observations [50, 51].

The adatom model was first recognised on STM images of short-chain monolayers [61].
At low SAM coverages, methylthiolate staples cluster and form rows parallel to the (112̄)
direction [40, 61, 67], as shown in Figure 1.10b. However, there are three different (112̄)
directions due to the threefold symmetry of a Au(111) substrate, thus short rows of staples
pointing in three different directions are observed. A row is stabilised by the ionic inter-
action between the positive adatoms and negative sulphur head groups. In order to avoid
steric repulsion, all molecules in the stripes have the same configuration. Bright white
spots appear on the STM image when two rows meet at their ends, as indicated by the
white square in Figure 1.10b. Isolated cis and trans isomers can further be recognised, as
indicated by the white ellipses in Figure 1.10b.

(a) Structure for an adatom model obtained
by DFT with Aua the adatom. Figure taken
from ref. [61].

(b) STM images of a methylthiolate SAM
at intermediate coverage. Figure taken from
ref. [67].

Figure 1.10

At higher coverages, the rows are forced to align more closely and striped domains are
formed. Various inter-row spacings coexist, but in general the rows are more closely spaced
at higher coverages [40]. At the saturation coverage, the rows become staggered to reduce
the compression of the negatively charged sulphurs and a (3×4) lattice is formed, as shown
in Figure 1.11.

Up to now, only short-chain monolayers have been discussed. The experimental evid-
ence for a long-chain alkanethiol model involving Au-adatoms is limited. STM images do
not display the adatoms any more, because they are hidden beneath the backbones. A
possible model will be presented that resolves the Au-adatom-dithiolate configuration, but
this has not been proved yet [40].
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Figure 1.11: STM image and structural model of a methylthiol SAM at saturation coverage.
Figure taken from ref. [40].

Starting from butanethiol monolayers, optimisation of the backbone vdW interactions
would result in the translation of half of the rows along their backbone, accompanied by
a cis-trans isomerisation, as shown in Figure 1.12. In this way a more regular interchain
distance is achieved. The model of Guo et al. is not consistent with a (

√
3 ×
√

3)R30◦

structure, but with a (3 × 2
√

3)-rect. phase. They argue that both phases cannot be
distinguished by diffraction experiments.

Figure 1.12: STM image and structural model of an octanethiol SAM. Figure taken from
ref. [40].
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1.4.3 Thermal stability of the SAM

The thermal stability of SAM conformation is very important for the area-selective de-
position technique. As discussed above, the ALD process is only successful in a certain
temperature window. However, at higher temperatures, typically starting from 400 K, the
disorder in the SAM might diminish its blocking ability. Varying tilt and twist angles
and gauche dihedrals in the alkane backbones are observed due to the thermal motion of
the chains [28]. A second indication of disorder is the randomisation of the tilt direction.
Each alkanethiol molecule is surrounded by six other alkanethiol molecules in a perfect
monolayer. A tilt in the direction of a neighbouring molecule is called nearest-neighbour
tilt (NN). A next-nearest neighbour tilt (NNN) denotes a tilt direction in between the six
surrounding alkanethiol molecules.

An united-atom (UA) molecular dynamics (MD) study suggested a continuous phase
transition between 250 K and 500 K [69]. The headgroup positions were fixed by modifying
the van der Waals radii, so that the gold substrate could be omitted. An average NN tilt
direction was observed at 250 K with gauche defects only at the surface of the SAM. Upon
increasing the temperature to 300 K, some chains preferred to tilt in the NNN direction
and the average tilt angle decreased. At 500 K, the SAM was untilted and disordered
with gauche defects present throughout the hydrocarbon backbones and no preferential
tilt direction. The study later was repeated using an all-atom force field, which generally
performs better than an UA model [70]. Similar conclusions were drawn, except for the
NNN tilt direction at 200 K.

On the other hand, a melting transition was clearly identified by UA MD simulations
with unrestrained sulphur and gold atoms [71]. Around 400 K, the gauche fraction suddenly
rose with gauche defects in the bulk of the monolayer, the tilt angles varied significantly
and the tilt direction was randomised. Remarkably, the MD study with position restraints
on the sulphur headgroups reported a continuous transition towards a disordered SAM
[69], which implies that headgroup positional freedom is essential to observe a melting
transition. Indeed, the unrestrained study observed 5-7 dislocation pairs in the melt. In a
5-7 dislocation pair, the headgroups deviate from their six-coordinated positions resulting
in five and seven neighbour states. At 300 K, some coordinational modifications are already
present. Upon raising the temperature, the density of dislocation pairs increases and four-
and eight-coordinated headgroups arise. This is enables a greater conformational freedom
of the alkanethiol molecules resulting in a discrete phase transition.

The transition from a NN to NNN tilt direction was reported by several experimental
groups at temperatures between 300 K and 350 K [71]. Phase diagrams have been made to
indicate the chain orientation at certain pressures and temperatures [72]. Melting transition
temperatures of 373 K and more were measured [39, 73]. However, SAM stability studies
revealed the desorption of dodecanesulphonates after annealing a dodecanethiol SAM at
373 K for 10 h in aerobic conditions [74]. Temperature programmed desorption (TPD)
studies of a hexadecanethiol monolayer on Au(111) performed in vacuum substantiated a
minimum desorption temperature of 500 K [58], although lower temperatures, equal to 450
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K, were also reported [39, 73]. The desorption temperature depends on the chain length of
the SAM and the quality of the monolayer [65, 70, 71]. In vacuum, disulphide and thiolate
desorption products are formed [75].

1.4.4 Defects

Even at low temperatures the structure of the SAM is not ideal. As all gold substrates are
polycrystalline, grain boundaries are present [29, 76]. Terraces separated by step edges,
one-atom deep pits or gold vacancy islands are common [54, 62]. Moreover, they are
uniformly distributed over the surface. These intrinsic defects are reflected in the SAM, as
shown in Figure 1.13.

The cleanliness or chemical purity of the substrate is very important for the perform-
ance. The amount of extrinsic defects depends on the experimental conditions. Fortunately,
the sulphur affinity for gold is high, so that negligible amounts of impurities were reported
by several experimental groups [27, 31, 52].

Figure 1.13: Schematic representation of the various defects in a monolayer, taken from
ref. [29].

During the self-assembly process, the herringbone reconstruction of the Au(111) surface
is altered [77] and depressions of monoatomic depth are etched in the gold substrate [78, 79].
Schönenberger et al. [80] clarified that the depressions are equally covered by a dense
monolayer. Domains, characterised by an uniform tilt orientation, are formed in the SAM
in register with the substrate structure [81]. Domain sizes range from 5 nm to 15 nm
and more [35, 65]. They are delineated by straight rotational or antiphase boundaries and
stacking faults [79, 82]. Line defects are commonly observed at the domain boundaries after
annealing [74, 76]. On the other hand, the amount of pinholes was found to be negligible
[31, 76].
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1.5 Atomic diffusion in SAMs

The penetration of atoms in a SAM has been tested experimentally and theoretically
for various elements [83]. Several groups examined the vapour deposition of gold atoms
on SAMs [84]. A continuous diffusion leads to smooth gold layers at the Au-S interface
without altering the SAM structure [85]. At the interface, islands of monoatomic height
are assembled [86]. Once the clusters coalesce, a network is made and a second layer starts
to grow [85]. The gold atoms only cluster on top of the SAM at low temperatures or high
vapour pressures [87]. By exploring the influence of the end group, Zhu et al. [88] argued
that static defects cannot explain the penetration. Moreover, the random distribution of
the islands at the interface cannot be correlated to substrate defects [86]. Nevertheless,
the exact mechanism for diffusion and the adatom mobility at the interface are still under
debate.

The gold atom penetration through dodecanethiol monolayers on Au(111) was theor-
etically modelled by molecular dynamics simulations with the UFF force field [89]. No
diffusion was observed. However, as the gold-alkanethiol binding energies predicted by the
UFF force field were ten times lower than those calculated by DFT, the Au-C and Au-H
van der Waals interactions were scaled by a factor of ten. This resulted in exhaustive
penetration at 300 K, but not at 50 K, in agreement with experiments. Alkis et al. justify
the force field modification by stating that the UFF force field was not parametrised for
this problem.

Hooper et al. [90] investigated the diffusion of aluminium atoms through a hexadecane-
thiol monolayer on Au(111) by multiple spectroscopic techniques. Although there were no
indications for an interaction between the Al atoms and the alkane chains, the spectra in-
dicated the presence of Al atoms at the gold-sulphur interface, as shown in Figure 1.14. An
uniform aluminium layer was deposited on the substrate without significantly altering the
SAM conformation. After the formation of an one-atom-thick layer at the Au-SAM inter-
face, the penetration stopped and aluminium started to accumulate on top of the blocking
layer in a cluster-wise manner. The authors suggest that small, concerted movements of
the alkanethiols introduces diffusion channels in the SAM. A reaction of the adatoms with
sulphur headgroups at the interface would obstruct the dynamic hopping mechanism lead-
ing to overlayer formation. In a later publication, the observation of filaments at static
defects is described [91]. Nevertheless, lateral headgroup fluctuations were still presented
as the main reason for penetration.

Dai et al. [92] questioned the dynamic hopping mechanism, because the transient
diffusion channels would be incompatible with the strong van der Waals interactions in long-
chain alkanethiol molecules. They calculated that closely packed, defect-free monolayers
intrinsically incorporate channels through which small metal atoms can diffuse. The critical
diameter for penetration would be approximately 3 Å, which agrees with experimental data.
A 25◦ tilt angle, covalent radii and a cylindric approximation were used. Although this
model is simple and the regularly distributed channels can explain the adlayer uniformity,
more research is needed to test its validity. In particular, the use of covalent radii instead
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Figure 1.14: Mass spectra indicating the presence of aluminium atoms at the interface.
Figure taken from ref. [90].

of van der Waals radii is questionable.

1.6 Area-selective deposition

1.6.1 Introduction

The use of SAMs for the purpose of AS-ALD was investigated by several groups [23, 93, 94].
The potential of the technique was highlighted by the experiments of Dong et al. [25].
Figure 1.15 illustrates a false-colour scanning electron microscopy (SEM) image and line-
scanning energy-dispersive X-ray spectroscopy (EDS) scan of zinc oxide coated nanopillars
and stripe arrays. The horizontal surfaces of Si structures were covered by a gold film and
passivated with dodecanethiol molecules. The nanorods were then exposed to diethylzinc
and water pulses, whereupon the vertical surfaces were covered by an uniform zinc oxide
layer of 30 nm thickness. The presence of ZnO on horizontal surfaces was limited to minute
amounts. Removal of the gold layer eliminated these horizontally deposited particles.

As demonstrated by Dong et al. [25], AS-ALD is an accurate method to replicate a
substrate pattern. This is achieved by the selective adsorption of the SAM. For example,
alkanethiol molecules adsorb on metals, but not on dielectric materials. A metal-dielectric
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Figure 1.15: False-colour SEM images (a) and EDS scans (b) of selectively coated nanorods
and stripes. Figure taken from ref. [25].

pattern can thus be replicated on an atomic scale by selectively inhibiting metal oxide
deposition on the SAM passivated metal [23].

The alkanethiol molecules can be solution or vapour-deposited. Nevertheless, four
days of solution deposition was needed in order to delay ZnO ALD [95]. Long SAM
chemisorption periods are necessary to obtain a dense, efficient passivation layer [9]. On
the other hand, very short formation times, thirty seconds or less, suffice to yield a good
inhibition layer by vapour loading due to the faster kinetics [96]. Moreover, the SAM can
be deposited in the ALD reactor which saves time and reduces the amount of impurities in
the film [94]. Finally, the coverage of porous and three-dimensional structures is facilitated
by a vapour process [22].

Alternatively, a patterned monolayer can be deposited by microcontact printing [97].
Microcontact printing is an inexpensive and efficient method to deposit a monolayer on
unpatterned substrates [24].

1.6.2 Impact of the ALD process in area-selective deposition

Avila et al. [95] investigated how the blocking properties of a dodecanethiol SAM depos-
ited on Au(111) depend on the ALD precursor. The nucleation of several metal oxides
was monitored in situ by quartz crystal microbalance studies. A strong dependence of
the precursor was observed for the ALD on the SAM, which is currently not yet under-
stood. Figure 1.16 shows the growth curves of the TMA, tetrakis(dimethylamido)titanium
(TDMATi), tetrakis(dimethylamido)tin (TDMASn) and diethylzinc (DEZ) / water pro-
cesses. No growth inhibition is observed for the aluminium oxide deposition, as the TMA
precursor is proposed to replace the monolayer. Despite having the same ligands, titanium
dioxide growth is more inhibited than the tin oxide growth. The thickness of the zinc oxide
film initially increased, after which it evolved to a constant value. The inhibition ability
is explained by DEZ incorporation in the SAM. DEZ would align with the alkanethiols
and hereby increase the resistance towards further DEZ adsorption. Longer experiments
revealed depreciation of the blocking ability after the hundredth cycle, with a continuous
growth curve approximately starting from cycle number 150. Interestingly, the ZnO would
grow on top of the SAM according to Avila et al. [95] and not replace it as is the case for
TMA.

17



Figure 1.16: Growth curves of various ALD processes on dodecanethiol SAMs at 398 K.
Figure adapted from ref. [95].

The hypothesis that the TMA precursor molecules replace the dodecanethiol SAM is
contradicted by Preiner et al. [76]. They applied the aluminium oxide ALD technique to
image defects in the monolayer. A defective SAM was deliberately created and exposed to
a limited number of ALD cycles. The deposition did not introduce additional defects. SEM
images revealed a high aluminium oxide density at the defective sites, whereas only a very
little amount of aluminium covered the SAM. Hence, the defects act as nucleation sites for
aluminium oxide film growth. DFT calculations confirmed that TMA does not react with
the methyl end groups of the SAMs [13]. Only after wetting the SAM, an aluminium oxide
layer can be deposited on top of the hydrophobic monolayer [98].

1.6.3 Enhanced selectivity

The group of professor Bent at Stanford University has published several papers on AS-
ALD [99, 100, 101]. They proposed some interesting procedures to enhance the selectivity,
which demonstrates the potential of area-selective deposition. In a first publication, octa-
decylphosphonic acid was deposited on a patterned Cu/SiO2 substrate [23]. Whereas dense
monolayers were formed on the copper, no adsorption was observed on the silicium oxide.
Treatment with TMA and water precursors resulted in area-selective deposition up to 6
nm. However, combining the ALD process with an etching step significantly improved the
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realisable film thickness. A sonication in acetic acid removed the SAM together with the
diffused aluminium atoms, but did not damage the film on silicium oxide. This method
successfully produced high-quality aluminium oxide patterns of 60 nm thickness.

Figure 1.17: The selective deposition and removal of ODPA SAMs. Figure taken from ref.
[23].

A second paper introduces the sequential regeneration of SAMs as a mean to achieve
longer inhibition of the ALD process [96]. A dodecanethiol monolayer was vapour-deposited
on a mixed Cu/SiO2 surface, followed by ZnO ALD. Only after 200 cycles, zinc was
detected in the passivated areas. Experiments indicated the degradation and desorption of
the SAM. Redeposition of the SAM restored the inhibition properties and did not alter the
film on the dielectric. By applying this strategy every 150 cycles, a selectively deposited
film of more than 100 nm could be obtained.

Figure 1.18: Schematic of the sequential regeneration technique. Figure taken from ref.
[96].
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1.7 Problem statement

The potential of area-selective deposition has been experimentally demonstrated for several
patterned substrates and metal oxide depositions [22, 25, 94]. However, SAMs are only
able to delay or inhibit the growth for a limited number of ALD cycles [96]. Insights into
the nucleation mechanisms of ALD precursors on SAM passivated surfaces are lacking [95].
Since the formation of dense monolayers is required to inhibit the ALD process [24, 95],
several research groups point towards defects in the monolayer as nucleation sites for thin
film precursor molecules [93, 96]. The application of ALD was even suggested as a sensitive
technique to visualise SAM defects [24, 76]. Nevertheless, the role of defects in reducing
the passivating properties of the SAM has not been investigated on an atomic scale yet.

1.8 Objectives

The goal of this master thesis is to shed more light on the factors controlling the ability of
the SAM layer to inhibit the ALD precursor nucleation processes by means of molecular
dynamic simulations. This study will contribute to a better understanding of the inter-
actions between a SAM and ALD precursor molecules. The dynamics of a dodecanethiol
SAM on a flat Au(111) substrate and TMA precursor molecules were examined. Molecular
dynamics simulations were performed in Gromacs using the OPLS force field.

First, the thermal stability of the SAM conformation will be investigated, because a
reduction of the SAM inhibition properties with increasing temperature was experimentally
observed [95]. Since OPLS is not parametrised for Au(111) substrates, new parameters will
be added to the force field. The diffusion of gold atoms in the SAM will be examined next
in order to gain insights in possible penetration processes. More specifically, the presence
of intrinsic diffusion channels in a perfect monolayer, as hypothesised by Dai et al. [92],
will be tested. Finally, the interaction of TMA with the SAM layer will be investigated
by considering both a perfect monolayer and a monolayer with different coverage defects.
In order to perform the simulations, new force field parameters will be derived by using
reference data obtained with DFT. Several line and point defects will be introduced in
order to unravel the role of defects in the TMA diffusion process.

1.9 Outline

The methods used in this thesis are explained in the second chapter. The methodology
and the settings that were used to obtain the results are presented in the third chapter.
The fourth chapter includes a description and discussion of the results. A summary of the
results and outlook can be found in the last chapter. The Appendix includes additional
figures, parameter files and scripts.
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Chapter 2

Methods

This chapter will elaborate on the methods used in this thesis. The theory of molecular
dynamics (MD) will be explained [102, 103, 104] and an overview of the different programs
used to generate and process the results will be presented.

2.1 Molecular dynamics

In classical MD with an MM force field, as used in this thesis, the time evolution of
a system is predicted based on the laws of classical mechanics. The dynamics is thus
deduced from the nuclear coordinates, while neglecting the electronic motion. This is partly
justified by the Born-Oppenheimer principle, which states that electrons readily adapt to
changes in the nuclear conformation due to the difference in mass between nucleons and
electrons. However, the lack of typical quantum phenomena in the energy and trajectory
calculations induces errors. Tunnelling effects are not incorporated. Hydrogen bonds and
polarisation cannot be described. Since the electrons are not considered, chemical reactions
cannot be modelled. More specifically, the precursor diffusion through the monolayer can
be investigated, but the subsequent surface reaction not. Nevertheless, MD is a unique
technique to evaluate the time evolution of very large systems in reasonable computational
times.

2.1.1 The simulation method

Newton’s second law states that force equals mass times acceleration, where the force and
acceleration are vectors in three-dimensional space (Eq. 2.1) [105]. Atomic interactions
are described by position dependent forces. Since all particles continuously change their
position, the force exerted on a particle at a certain point in space remains not constant.
This couples the trajectories of all atoms in the system. Hence, the time evolution of one
particle cannot be evaluated without considering the other particles too.

F = ma = m
d2r

dt2
(2.1)
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This complex problem is handled in the finite difference method by making several ap-
proximations. First, the simulation time is divided in equally small steps, after which the
positions and velocities are evaluated. During the time interval ∆t, the forces, and thus
the accelerations too, are kept constant. Second, the force exerted on a particle is approx-
imated as a sum of the forces resulting from each interaction individually. The complex
interplay between all particles is thus reduced to a discrete sum of forces.

The finite difference method encompasses multiple algorithms to calculate trajectories.
A popular method was named after Verlet [106]. The Verlet algorithm can be derived by
approximating the time dependent positions and velocities with a Taylor expansion.

r(t+ ∆t) = r(t) + ∆t
dr(t)

dt
+

∆t2

2

d2r(t)

dt2
+

∆t3

6

d3r(t)

dt3
+ ...

= r(t) + ∆tv(t) +
∆t2

2
a(t) +

∆t3

6

d3r(t)

dt3
+ ... (2.2)

v(t+ ∆t) = v(t) + ∆t
dv(t)

dt
+

∆t2

2

d2v(t)

dt2
+

∆t3

6

d3v(t)

dt3
+ ... (2.3)

If r(t − ∆t) is expanded too and summed with equation (Eq. 2.2), the position at time
t+∆t can be written as a function of the previous positions and the acceleration (Eq. 2.5).

r(t−∆t) = r(t)−∆tv(t) +
∆t2

2
a(t) + ... (2.4)

r(t+ ∆t) = 2r(t)− r(t−∆t) + ∆t2a(t) (2.5)

Although the expression for r(t+ ∆t) given by the Verlet algorithm is simple, it does not
include the velocity and two sets of initial conditions are required. The former remark
is more important. Many physical properties, such as the momenta and kinetic energies
of the particles or the temperature of the system, depend on the velocities. Therefore,
an alternative algorithm, the leap-frog algorithm, is used in Gromacs [107]. This method
updates the velocities halfway the time step and subsequently calculates the positions,
where formula (Eq. 2.6) results from subtracting the Taylor expansions.
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2.2 Force field

In order to calculate the consecutive particle positions with the leap-frog algorithm (Eq.
2.6), the acceleration a must be known or Newton’s equation of motion (Eq. 2.1) must be
solved. A force field is a description of the equations used to calculate the forces and their
parameters for different elements. As the force equals minus the gradient of the potential
energy (Eq. 2.8), a force field is often expressed in terms of energy contributions. Several
contributions to the potential energy can be distinguished, which are generally grouped
in bonded and non-bonded interactions. The bonded interactions comprise bond, angle
and dihedral terms. The non-bonded terms include the electrostatic and van der Waals
components.

F = −∇V (2.8)

Terms from several forcefields cannot be combined, because the functional forms may
differ. Moreover, a forcefield is parametrised to perform in a way that is overall realistic.
Since the values adopted by the constants are correlated and different contributions balance
each other, individual components cannot be separately interpreted. The molecules and
properties used in the parametrisation process outline the preferential applications. For
some force fields, the transferability might be limited.

In this work, the OPLS, Optimised Potentials for Liquid Simulations, force field was
used. The OPLS force field was chosen for its precise parametrisation and broad applic-
ability. The all-atom description was preferred over an united-atom model, since more
accurate results are obtained by including the hydrogen atoms [108]. In this section, the
different components of a force field will be discussed and the functions used to describe
the interactions in the OPLS force field will be provided.

2.2.1 Bond stretching and angle bending contributions

First the bonded interactions will be addressed. Figure 2.1 shows a typical Morse curve for
a bond stretching potential, where the potential energy v(l) is plotted as a function of the
interatomic distance l [109]. The equilibrium distance l0 between two particles corresponds
to the minimal energy conformation. A very steep energy increase at shorter bond lengths
and a horizontal asymptote at longer separations can be discerned. The functional form of
the Morse potential of two particles with masses m1 and m2 is given in Equation (Eq. 2.9)
with De the depth of the minimum, µ the reduced mass, ν the frequency of the vibration
and k the system specific force constant.

V = De(1− exp(−2πν
√
µ/2De(l − l0)))2 (2.9)

µ =
m1m2

m1 +m2

ν =
1

2π

√
k

µ
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Figure 2.1: Morse curve and harmonic approximation. Figure taken from ref. [102].

Nevertheless, in OPLS the bond stretching is modelled by a simpler functional form, namely
by a harmonic potential (Eq. 2.10). This requires less parametrisation and computational
effort than a Morse potential. The harmonic approximation is quite accurate at small vi-
brational amplitudes or close to the equilibrium distance. Errors occur at short interatomic
distances, where the repulsion is not strong enough, and at greater bond lengths, with an
exaggerated potential increase.

V =
k

2
(l − l0)2 (2.10)

Starting from triatomic molecules, an angle between two consecutive bonds can be defined
with an equilibrium value depending on the hybridisation of the central atom. For example,
the substituents of an sp3 hybridised carbon are optimally 109.5◦ apart, whereas an sp2

hybridisation leads to angles equal to 120◦. The optimum is determined by a minimal
repulsion between the electron clouds of the bonds and lone pairs, so any increase or
decrease in angle is unfavourable. The angle bending term in the OPLS force field is also
implemented as a harmonic function with a parametrised force constant k.

2.2.2 Dihedral contributions

The dihedral contributions to the force field incorporate the effect of torsion. The gauche
and trans conformations of a butane molecule are shown in Figure 2.2. The torsional angle
is defined as the angle between the first and the third bond vectors.

The dihedral energy term is mostly described by a cosine series expansion (Eq. 2.11).
This approximation is called a Ryckaert-Bellemans potential. The angle φ is then defined
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Figure 2.2: Newman projections of n-butane. Figure taken from ref. [110].

between the plane of the first and the second bonds and the plane characterised by the
second and third bond vectors.

V (φ) =
5∑

n=0

Cn(cos(φ))n (2.11)

Nevertheless, an equivalent form of the dihedral potential (Eq. 2.12) is formulated in the
OPLS paper [108]. The three terms in the Fourier series refer to three minima.

V (ψ) =
V1
2

[1 + cos(ψ)] +
V2
2

[1− cos(2ψ)] +
V3
2

[1 + cos(3ψ)] (2.12)

In Gromacs, the latter Fourier series is implemented with an additional fourth term. How-
ever, the Ryckaert-Bellemans function is used in calculations to increase the computational
efficiency. Although the parameters in both functions can be easily converted, a different
angular convention is followed. In the polymer convention used in (Eq. 2.11), φ = 0 de-
notes a trans dihedral, whereas ψ = 0 is cis in the protein convention. In OPLS the 1-4
non-bonded interactions contribute to the dihedral too, whereas these terms are removed
in some other force fields.

2.2.3 Improper torsions

Some molecules require an additional bonded term in the force field to achieve a certain
conformation. The standard examples are mesomeric molecules, where electrons are delo-
calised over several atoms. The resonance energy is maximised in a planar arrangement
when the p-orbitals of the contributing atoms overlap most. As this particular conforma-
tion deviates from the normal geometry and consequently is not expressed in the standard
forcefield terms, an improper term is introduced. A first option is to define an improper
dihedral. The improper dihedral angles for rings, ring substituents and tetrahedrals are
illustrated in Figure 2.3. A second option incorporates a harmonic potential. Either the
angle between a bond and a molecular plane is confined, or the perpendicular distance
between an atom and a plane is restrained. However, negative side-effects, such as incor-
rect vibrational frequencies, can be expected [102].
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Figure 2.3: Improper dihedrals for rings, ring substituents and tetrahedrals are defined by
the angle between the ijk and jkl planes respectively. Figure taken from ref. [104]

The bond stretching, angular and dihedral contributions to the force field express the
forces between atoms that are one, two and three bonds apart respectively. The forces
between all other atom pairs are included in the non-bonded interactions. Electrostatic
interactions are attributed to partially charged particles, whereas van der Waals forces
act on all atoms. In the following two subsections, the non-bonded contributions will be
addressed.

2.2.4 Electrostatic contribution

Partial atomic charges are adopted if atoms with a different electronegativity are connec-
ted. Two particles with the same charge repel each other, whereas opposite charges work
attractively, according to Coulomb’s law (Eq. 2.13). The magnitude of the potential de-
pends on the interatomic distance rij with ε0 the vacuum permittivity and qi, qj the charge
of the first and second atom respectively.

V (rij) =
qiqj

4πε0rij
(2.13)

2.2.5 van der Waals contributions

The last potential term introduces the attraction and repulsion between all pairs of atoms
that are separated by three bonds or more. Due to the Pauli principle, all short-range inter-
actions are repulsive. At further distances, fluctuations in the electron density of one atom
change the electronic distribution of another atom. This leads to a temporary attraction
between the instantaneous dipoles. Since both interactions have a quantum-mechanical
nature, they cannot be modelled with classical MD. Nevertheless, Lennard-Jones developed
a computationally efficient function to approximate the interatomic potential (Eq. 2.14).
The 1-4 Lennard-Jones potential is scaled by 0.5 to not interfere with the torsional term.

v(r) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(2.14)

The Lennard-Jones expression contains two parameters, being the collision diameter σ
and the well depth ε. Sigma corresponds to the distance at which the vdW potential is
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equal to its asymptotic value. Epsilon defines the potential energy at the minimum. Since
a critical point can be located by setting the first derivative equal to zero, the minimum
energy separation rmin equals 21/6σ. Although the sixth power for the attractive part
is theoretically reasonable, the overlap energy normally decays exponentially [102]. The
twelfth power is mathematically convenient in view of the large number of particles, but
too steep for hydrocarbons.

Deriving the parameters for all combinations of elements in different chemical states
would be a massive work. Hence, one set of parameters is assigned to each atom type and
mixing rules were established. In OPLS, the values of epsilon and sigma are determined
by geometrically averaging the atom type parameters.

εij =
√
εiiεjj σij =

√
σiiσjj (2.15)

2.3 Atom types

The expressions for the forces contain several parameters and equilibrium values. To prac-
tically handle the MD calculations, atom types are created. An atom type is a collection
of an atomic number, charge and set of parameters allocated to a particle. Various atom
types can exist for the same element, depending on its geometry and hybridisation. For
example, in OPLS sp, sp2 and sp3 hybridised carbons are distinguished. In addition, differ-
ent constants are assigned to carbon atoms bonded to one, two or three hydrogen atoms.
In total, the standard OPLS force field contains 805 different atom types to simulate the
dynamics of biomolecules. The Methodology chapter will elaborate more on the practical
implementation of atom types in the force field.

2.4 Parametrisation

The parametrisation of a force field is a massive and difficult task. A consistent set of
parameters needs to be derived that computationally reproduce the experimental proper-
ties, preferably in a quantitative way. The van der Waals constants for alkanes in OPLS
were determined by fitting the outputs of a series of Monte Carlo simulations to thermody-
namic and structural properties of hydrocarbon liquids [111]. Jorgensen et al. specifically
focused on reproducing the experimental densities and heat of vaporisation. A charge of
0.06 was assigned to alkane hydrogen atoms. The value of 0.06 was empirically established
by Kaminski et al. [111] by simulating liquid hydrocarbons. All other charges were empir-
ically adjusted to resemble experimental systems and to make neutral charge groups. The
authors emphasise the importance of transferability in this regard. The bond stretching
and angle bending functional forms were copied from the AMBER force field [112], except
for the alkane values which were transferred from the CHARMM force field [113]. The
adopted parameters were found by analysing vibrational and structural data. Finally, the
torsional parameters were adjusted to match the conformational energy profiles calculated
by ab-initio methods [108, 114].
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The Gold-Protein (GolP) force field extension for OPLS was used in this thesis to
account for the Au(111) substrate [115]. GolP was parametrised in order to reproduce
the interaction of proteins with Au(111) substrates and gold nanoparticles in water. The
Lennard-Jones interaction energies of chemisorbed molecules, including disulfides and thi-
ols, in GolP were parametrised via DFT calculations. The vdW parameters for alkanes
were optimised based on experimental desorption energies and Möller-Plesset perturbation
theory (MP2) calculations.

2.5 Periodic boundary conditions

The goal of this thesis is to simulate the diffusion through a SAM. However, it is impractical
to consider a large monolayer, as computational times will be very long. Periodic boundary
conditions (pbc) allow to examine an infinite system from a limited input configuration.
All particles are placed in a box. By applying pbc, this box is copied in all directions to
cover space. The analogy to a crystal built from the translation of a single unit cell can
be made. If a particle leaves the box, it enters an identical image of the box. In order to
keep a constant number of particles, an identical atom enters the original box from the
opposite site. In this way, bulk properties can obtained from a limited simulation system.
The box’s walls further do not artificially repel the molecules. Of course, the size of the
box limits the spatial extent of properties and interactions that can be studied.

The implementation of pbc implies that particles inside the box can interact with atoms
in image boxes. This is necessary to approximate an infinite system, but significantly in-
creases the complexity of the calculations. The slow decay of the Coulomb term particu-
larly results in a considerable energy contribution from charge-charge interactions across
the boxes. The particle mesh Ewald (PME) approximation was specified in this thesis to
improve the performance of the calculations of the long-range Coulomb interactions [116].

2.6 Cut-offs

In large systems, the calculation of the non-bonded interactions is computationally de-
manding, even if PME is applied. The number of non-bonded interactions approximately
scales as the number of atoms squared, whereas the number of bonded contributions to
the force field increases linearly with the number of atoms. Especially the Coulomb in-
teraction, which scales as r−1 must be truncated in order to save time. In Gromacs, the
minimum-image convention is followed. This means that each atom only interacts with the
nearest image of all other atoms in the box. In other words, all forces should not extend
beyond half the box size to avoid that particles interact twice with the same atom. At a
sufficiently large distance, the force is set equal to zero. Of course, this creates artefacts
at the cut-off distance where a sharp transition is made. In order to avoid discontinuities
at the cut-off distance, the potential is shifted.
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2.7 Thermostats

Traditional molecular dynamics computations considered isolated systems. The total num-
ber of particles, the volume and energy were kept constant. This is called an NVE or mi-
crocanonical ensemble. In experiments, however, closed systems are treated, which allow
for energy exchange with the surroundings. The temperature and pressure in a lab are
constant, but the energy and volume of the sample are not. Only for infinite systems, both
ensembles are equal. This discrepancy between experimental and theoretical conditions
can be solved by applying a thermostat and a barostat. A thermostat reassigns particle
velocities to ensure a certain temperature, whereas barostats adjust the system’s volume
to keep a constant pressure. The latter will not be discussed here, since it was not invoked
in this thesis.

The equipartition theorem states that the temperature of a system is related to the
kinetic energy of its components (Eq. 2.16) with vi the root-mean-square speed of particle
type i, N the total number of particles in the system and

∑
iNi = N . In the MD algorithms

discussed earlier, the kinetic energy continuously changes. Potential and kinetic energy are
transposed, while the total energy remains constant. As a consequence, the temperature
alters each step. Thermostats guarantee a constant temperature during the simulation.

Ekin =
∑
i

Nimiv
2
i

2
=

3

2
NkBT (2.16)

It is straightforward to just scale the velocities by a constant each step [117]. However,
this method is rather abrupt. A more gentle method was developed by Berendsen in 1984
[118]. He employed an external heat bath. After each step energy is exchanged between
the system and the bath, which remains at the desired temperature. A coupling parameter
τ can be fit to smoothen the velocity scaling, as shown in (Eq. 2.17). The larger tau,
the less coupling and the smaller the rate of temperature change. Overall, the system’s
temperature deviations are characterised an exponential decay in time with an asymptote
at the intended temperature. Although the dynamics are slowly corrected, proportional
to τ , the kinetic energy distribution and related properties can be incorrect, especially for
smaller systems. This problem is solved in the velocity rescaling thermostat. It produces
a correct distribution by adjusting the kinetic energy with a stochastic term [119].

dT

dt
=
T0 − T
τ

(2.17)

2.8 Energy minimisation methods

In the standard microcanonical MD simulations, the total energy remains constant. Poten-
tial energy is transformed into kinetic energy and vice versa, but their sum is not altered.
The potential energy of the input structure is minimised before the simulation in order to
avoid large particle velocities. There are several algorithms to minimise the energy of an
input structure, two of which will be discussed here.
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The potential energy of a system is a function of all the coordinates that specify a
conformation. A potential energy surface (PES) plots the energy as a function of the in-
ternal coordinates. Each conformation denotes a point on the multidimensional PES. At
stationary points, the partial derivative of the energy with respect to all coordinates equals
zero. Hence, the force equals zero, according to (Eq. 2.8). If all the second derivatives are
positive, the equilibrium structure is a minimum. The global minimum is defined as the
lowest energy geometry, whereas local minima are higher energetic stable structures. Any
change of the nuclear arrangement of a minimum conformation increases the energy. The
other stationary points are maxima or saddle points, with all or some negative second de-
rivatives respectively. This implies that the equilibrium point is unstable and that altering
the structure can lower the energy.

Various techniques can be used in order to locate a minimum conformation starting
from an input structure. The steepest descent and conjugate gradient methods follow the
negative of the first derivative at a point on the PES. As previously stated, the negative
of the gradient equals the force. The conformation is thus changed according to the 3N-
dimensional force acting on the system. However, which step size should be used? In the
steepest descent method implemented in Gromacs, the initial displacement vector equals
0.01 nm times the force divided by the maximal force component. As long as the energy
decreases, the step size is increased. When a conformation moves uphill on the PES, it is
rejected and a reduced step size is tried. This process is iterated until a predefined force or
number of steps is reached. The steepest descent method was used throughout this work.
It is not very efficient, but it is robust and a thorough energy minimisation is not required
as a preparation for MD.

An alternative scheme, named conjugate gradient (CG), performs better close to the
minimum. Whereas the step direction in the steepest descent method depends only on the
gradient, a dependence on the previous direction is added in the CG method. As a result,
successive directions on the PES are not orthogonal. In contrast to what the name suggests,
successive gradients are still orthogonal. The same step size as in the steepest descent
scheme is used in Gromacs. The l-bfgs method or limited-memory Broyden-Fletcher-
Goldfarb-Shanno quasi-Newtonian minimiser is also available in Gromacs [120]. L-bfgs
is a second-order method, meaning that a minimum is found by evaluating the gradient
and an approximate form of the Hessian. Although it would converge faster as compared
to CG, l-bfgs is not parallelised in Gromacs. Therefore the conjugate gradient scheme was
used for the more accurate energy minimisations.

2.9 Density functional theory

The second computational method that was applied in this thesis is density functional
theory. DFT was used for the parametrisation of TMA molecules. Whereas MD is based on
classical mechanics, DFT relies on quantum techniques to predict the electronic distribution
in molecules. Stationary points on the PES can be accurately located with DFT and the
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vibrational frequencies can be determined by a normal mode analysis.

2.9.1 Level of theory

The B3LYP functional [121] and the split-valence def2-TZVP [122] basis set were used. An
ultrafine integration grid was requested in order to increase the accuracy. B3LYP is hybrid
functional with 20% exact exchange. Def2-TZVP is an abbreviation for default-2-triple
zeta valence basis set with polarisation functions. The polarisations functions are 1p for
H atoms, 2d 1f for C and 2d 1f for Al with a contracted additional d function. Pairwise
dispersion corrections were added by requesting Grimme’s D3 function [123]. Finally, the
atomic charges in TMA were calculated with the MK and ChelpG schemes [124, 125].
These methods fit the TMA electrostatic potential to atomic point charges according to a
least-square method with Lagrangian multipliers.

2.9.2 Normal mode analysis

DFT was applied to locate the minimum energy conformation of a TMA molecule on the
PES. A vibrational analysis was performed to confirm the nature of the structure [126].
In a minimum, the second derivative of the potential with respect to all internal coordin-
ates is positive, as mentioned in the previous section. The partial second derivatives are
represented in a matrix, called the Hessian. Diagonalisation of the mass-weighted Hessian
results in the eigenvalues and eigenvectors of a TMA molecule. The vibrational normal
modes are found by removing the 3 rotational and 3 translational degrees of freedom. The
vibrational frequency ν is related to force constant k of a vibration by Equation (Eq. 2.18)
with µ the reduced mass. Hence, a negative force constant corresponds to an imaginary
frequency.

ν =
1

2π

√
k

µ
(2.18)

2.10 Programs

The MD simulations were performed using the Gromacs program version 5.0.7 [127] com-
piled with MPI, Message Passing Interface, parallelisation. Gromacs or Groningen Machine
for Chemical Simulations is a free package originally designed to investigate the dynamics
of biochemical systems in solution [128]. Gromacs is widely used, because it is a com-
prehensive, fast and user-friendly program [129]. The DFT calculations were executed in
Gaussian09 revision E.01 [130]. All calculations were run on the Dirac computer cluster
of the theoretical and computational chemistry department at KU Leuven. Chemcraft and
Avogadro [131] were used to prepare the input configurations. Whereas Chemcraft allows
for the precise manipulation of internal coordinates, Avogadro excels in crystallographic
tools. Several scripts were written in Python 3.6.0 to make and to adapt files. The out-
put trajectories were visually inspected in VMD [132]. Finally, all graphs were plotted
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in Xmgrace, except for the Lennard-Jones potentials. The latter curves were processed in
RStudio.
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Chapter 3

Structural model and methodology

This chapter will elaborate on the structural model used in the simulations, on the set-up
of the MD simulations and on the force field extensions for aluminium and gold atoms.

3.1 Structure of the dodecanethiol SAM on Au(111)

3.1.1 Structural model

As discussed in the Introduction, two models for the monolayer structure have been pro-
posed in the literature [29, 40]. Historically, a flat gold substrate was assumed on which
the alkanethiols arrange in a (

√
3 ×
√

3)R30◦ lattice. More recently the adatom model
was proposed, in which two alkanethiols bind to one gold adatom in a staple motif [61].
Although the adatom model has been observed for short-chain monolayers and on gold
nanoparticles, it has not been confirmed so far for dodecanethiol SAMs on a Au(111)
substrate [40, 67, 133].

The repeat units for both models are shown in Figures 3.1a and 3.1b respectively.
The models differ in interface and lattice structure, as can be observed from the different
sulphur spacings. Whereas the headgroups are equidistant, 5 Å, in Figure 3.1a, several
sulphur spacings are observed in Figure 1.10a. Nevertheless, the packing density of the
dodecanethiol backbones is similar after tilting of the chains, because the van der Waals
stabilisation is optimised for equidistant hydrocarbon chains. Given the fact that the two
models yield similar densities and that the first model was used in most of the literature
[29, 71, 92], the historical model was adopted in this work so to facilitate comparison of
the results.
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(a) Molecular structure of the repeat unit
used in this work with orange, yellow, grey
and light grey Au, S, C and H atoms re-
spectively.

(b) Molecular structure of the repeat unit
used for the construction of the adatom
model with orange, yellow, grey and light
grey Au, S, C and H atoms respectively.

Figure 3.1

Monolayers on Au(111) are studied the most due to the easy preparation and high
quality SAMs [29, 39]. Hence, a Au(111) substrate was used for the simulations in this
work. Since the structure of alkanethiol SAMs on other crystal planes and metals is
different, the results obtained for a Au(111) surface cannot be generalised to other systems
[59, 134].

The input configuration of the SAM monolayer on Au(111) was based on Figure 3.2
which was taken from the review paper of Love et al. [29]. At full coverage, the surface
Au:S ratio equals 3:1. Although the sulphur atoms are positioned on top of hollow sites
in Figure 3.2, there is no consensus on the adsorption position in the literature. DFT
calculations on methylthiol monolayers point towards threefold hollow sites [45, 46, 47] or
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bridge sites [48, 49] as being the most stable. In contrast, several experimental groups
measured alkanethiol adsorption positions on top of a gold atom [50, 51]. Nevertheless, the
exact adsorption site is not important for the performance of the simulations in this thesis,
as the different binding sites can be interchanged by a translation the whole SAM layer on
the gold surface. All three configurations, top, bridge or hollow sites, are characterised by
identical SAM densities and hydrocarbon spacings.

Figure 3.2: Schematic presentation of the SAM monolayer at full coverage, adapted from
ref. [29]. Gold atoms in white, sulphur atoms in grey and alkanechains as black wedges.
The repeat unit is indicated in blue.

In order to avoid changes of the lattice during the simulations, the positions of all gold
and sulphur atoms were restrained. A script was written to generate the restraints and
is included in Appendix D. To ensure that the lattice will remain rigid at all simulation
temperatures a force constant of 500000 kJ/mol nm2 was used. In practice, the translations
of gold and sulphur atoms were limited to a few picometres. The use of restraints to fix the
interface structure has two important consequences for this study. First, any desorption
of the monolayer at higher temperatures, 400 K or more [74], is avoided. Second, as
no headgroup movements are allowed, the formation of 5-7 dislocation pairs cannot be
observed [71].
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3.1.2 Building of the repeat unit

In order to perform MD simulations on the system of interest, an appropriate input file
with all the atomic coordinates had to be created. The repeat unit in Figure 3.1a was build
and multiplied via a script. First, the structure for a fcc gold lattice was downloaded from
the American Mineralogist Crystal Structure Database [135, 136] and a crystal slab was
cut in the (111) orientation. In a cubic closed packing arrangement, the lattice is build by
repeating three distinct gold layers. Therefore, the gold lattice was represented by three
layers of gold atoms. A parallelogram with a surface area of nine gold atoms was cut to
serve as a repeat unit, as indicated in blue in Figure 1.9. This corresponds to a hexagonal
unit cell with an angle of 60◦ defined between the two-dimensional lattice constants of
length 3a, with a the diameter of a gold atom. As a result, the repeat unit contains 27
gold atoms in total or nine per substrate layer.

At full coverage, the surface gold-thiol ratio equals one third. Hence, three alkanethiol
molecules were placed on the gold surface. All sulphur atoms were positioned on top of
a gold atom, because this conformation simplifies the definition of the bonded force field
terms. In this case, only one Au-S bond needs to be defined, as compared to two and three
for bridge and hollow sites respectively. Furthermore, the number of angles that need to
be specified is significantly lower for an on top position. A 2.5 Å bond length was chosen,
in agreement with theoretical and experimental results [49, 51].

Since the results of Avila et al. [95] refer to a dodecanethiol SAM, the same chain length
was used in this project. Several other publications also mention the use of dodecanethiols
[25, 74, 89], because the vapour pressure is still sufficiently high to be vapour-deposited
in the ALD reactor [22, 94] while the passivating properties and transition temperatures
are higher as compared to shorter alkanes [24, 137]. The backbones were placed at right
angles to the substrate, in analogy to the work of Mar et al. [70]. All C-C-C-C torsional
angles are in the anti conformation and the chains have the same orientation, as shown
in Figure 3.1a. During the equilibration of the systems, the chains will tilt and exhibit
gauche defects according to the simulation temperature.

3.1.3 Multiplication of the repeat unit

The MD simulations were performed on a SAM consisting of 108 dodecanethiol molecules.
A script was written to multiply the repeat unit. The script is included in Appendix D.
In the y-direction, the repeat unit is translated over 1.5

√
3a with a the diameter of a

gold atom (2.88375 Å), as calculated with the Pythagorean theorem. In a row, cells are
translated over 3a. Nevertheless, as the repeat unit is hexagonal, an additional translation
of 1.5a is needed to obtain continuous edges.

A function was written to make the lattice orthorhombic, because this simplifies the
definition of a box for the MD simulations. A wedge was defined by cutting the monolayer
perpendicular to one pair of its parallel faces, as shown in Figure 3.3b. A translation of
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this wedge over the length of the face transforms the surface area from a parallelogram
into a rectangle.

(a) Schematic presentation of the unit cell
multiplication parameters with gold atoms
in orange and sulphur atoms in yellow.

(b) Schematic presentation of the transformation
from a hexagonal to an orthorhombic lattice.

Figure 3.3

3.2 Set-up for the molecular dynamics simulations

In this section, the procedure and set-up of the MD simulations will be presented. An
overview of the different steps and parameter files needed to set up a simulation will be
given. The parameter files used in the simulations are included in Appendix C.

As Gromacs was developed for the simulation of biochemical compounds, it only pro-
cesses protein database files .pdb as input structures. First, the .pdb file is converted to a
Gromacs structure files .gro. This also creates a topology file .top and position restraints
file .itp based on the selected force field. All conformational and atom-specific information
is gathered in the topology file with a link to the force field. The position restraint file
is automatically generated to restrain the positions of all non-hydrogen atoms. A script
was written to replace this file, because only the positions of sulphur and gold atoms were
restrained in this work.

After assigning a force field, the system is placed in a box. The SAM was positioned
on the bottom of the box. The two-dimensional box vectors assigned to a monolayer
of 108 dodecanethiol molecules were 5.1907 nm and 4.4953 nm in order to preserve the
continuity of the crystal lattice. Since the orthogonal box vector was set equal to 5.0 nm,
approximately half of the box contained vacuum to avoid SAM interactions with the next
image box. Periodic boundary conditions were applied in all simulations in order to obtain
bulk properties. Without pbc, the results obtained from our nanometre sized system would
by no means be representative for the interactions occurring in an experimental SAM.
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The next step is to minimise the energy of the system. The steepest descent minim-
isation algorithm was used for all simulations with a convergence criterium of 1 kJ/mol
nm for the maximum force or a maximal number of 106 steps. A profound energy min-
imisation is not required in MD, as the trajectories are examined and not the equilibrium
geometry. An equilibration run of 100 ps is performed next to assign particle velocities
and to adjust the temperature of the system. Particle velocities in each direction are ran-
domly assigned according to the Maxwell-Boltzmann velocity distribution function at the
specified temperature and a correction is made to remove the center-of-mass motion. A
constant temperature was maintained during the simulations by the v-rescale thermostat
[119] with a time constant of 0.1 ps. A time step of 1 fs was used for the simulations. A
small time step is necessary, because the hydrogen motions were not constrained. The van
der Waals and Coulomb cut-off radii were set to 1 nm. PME was requested for long-range
electrostatics and long-range dispersion corrections for the energy and the pressure were
applied [104, 116].

The same settings as for the equilibration runs were used for the production runs. The
coordinates and velocity information to start a production run was read from the output
of the equilibration run. During the production run, the coordinates were written to a
trajectory file in every 10 ps. As this file is used for the analysis of the results, the time
resolution of the output analysis equals 10 ps.

3.3 OPLS force field extensions

The Gromacs program was originally developed to perform biochemical calculations. As
a consequence, it is not optimised to simulate inorganic materials and the parameters for
gold and aluminium atoms are not available. The force field extensions made for gold
and aluminium atoms will be presented in this section and the parametrisation of a TMA
molecule will be discussed.

3.3.1 Force field extension for gold atoms

New atom types for the gold atoms in the substrate had to be created. Three types of gold
atoms can be distinguished, the atoms bound to sulphur, the atoms at the bottom of the
box and the rest. An atomic mass of 196.96657 amu was assigned to each gold atom [138]
and the position of all substrate atoms was restrained, as previously discussed.

The van der Waals parameters for gold were copied from the GolP force field [115].
GolP is a force field extension for OPLS designed to simulate the attraction of proteins to
gold nanoparticles and Au(111) substrates in water. A rigid gold lattice without surface
reconstruction was assumed in the GolP parametrisation, analogous to this work. The
GolP force field is compatible with Gromacs.

Two bonded terms were added to the force field to account for the adsorption of the
SAM on the substrate. First, a Au-S bond was defined. This pro forma term does not really
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influence the dynamics, since the positions of both sulphur and gold atoms were restrained.
Nevertheless, a bond was added to correctly represent the monolayer graphically. An
equilibrium bond length of 2.5 Å was assigned in line with the input structure of the SAM.
For the force constant, the largest value in OPLS was used. This corresponds to 502080
kJ/mol nm2, which is close to the position restraint force constant. The value originates
from the TIP4P four site water model [139].

Second, a Au-S-C angle was defined. Raman spectroscopy indicated that the S-C bond
is approximately parallel to the gold surface [59]. DFT calculations on methanethiol mono-
layers proposed angles around 109◦ [30, 45, 48]. Since the exact value for a dodecanethiol
SAM is not known, an equilibrium angle of 109◦ was set in this work. The Au-S-C force
constant was set to 518.816 kJ/mol rad2, by analogy with the C-S-C angle in thioethers
such as methionine and thioanisole. The Au-S-C-C/H dihedrals were not defined because
there were no appropriate torsional terms in OPLS which could be used in this case.

The gold atoms bonded to sulphur are partially charged by a value of 0.167 to com-
pensate for the negatively charged, -0.335, sulphur headgroup. The value for the Au-S
dipole corresponds well to the experimental charge obtained by surface potential studies
[66]. A neutral charge was assigned to all other gold atoms.

3.3.2 TMA parametrisation

In order to simulate the TMA interaction with and diffusion through dodecanethiol SAMs,
appropriate force field parameters had to be derived. This was done in a fitting procedure
using reference data obtained with DFT. The MK [124] and CHelpG [125] population
analyses as implemented in Gaussian 09 were used to calculate the atomic charges for
TMA. The molecular mechanics (MM) Lennard-Jones parameters were fitted to reproduce
the potential curve of a rigid scan obtained by DFT. A DFT geometry optimisation defined
the equilibrium bond lengths and angles in a TMA molecule. Finally, force constants for
the bonded interactions were obtained from a normal mode analysis. Three new atom
types, for Al, C and H atoms, were defined in OPLS to assign the parameters.

The B3LYP [121] functional and Def2-TZVP [122] basis set were used with Grimme’s
empirical dispersion correction (GD3) [123], by analogy to the mechanistic investigations
on the Al(CH3)3/H2O ALD process discussed in the Introduction [14].

3.3.2.1 Non-bonded interactions

The most important force field terms to explore the TMA diffusion are the non-bonded
contributions, as they determine the TMA-SAM interaction. It is essential to correctly
model this interaction in order to obtain accurate results on the diffusion.

First, the atomic charges were calculated with the MK [124] and ChelpG [125] popu-
lation analysis schemes. Both methods assigned slightly different charges on the hydrogen
and carbon atoms of the three methyl groups in TMA, as shown in Figures A.1a and A.1b
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in Appendix A. Averages of the hydrogen and carbon charges were taken and results were
rounded to ensure the overall neutrality of TMA. The averaging is justified by the presence
of a threefold rotational axis in a TMA molecule and the methyl group rotational sym-
metry [140]. The rounded TMA charges as calculated by the MK and CHelpG schemes
are summarised in Table 3.1. Higher absolute values were calculated by the MK method
as compared to the CHelpG analysis. Nevertheless, the difference in TMA-propane inter-
action energy by adopting a different set of charges was less than 1 kJ/mol. The CHelpG
set with the smaller charges were used in the simulations.

Table 3.1: List of TMA charges calculated with the CHelpG and MK schemes.

Element CHelpG charge MK charge
Al 0.978 1.233
C - 0.656 - 0.927
H 0.110 0.172

Second, the van der Waals interaction energy between TMA and the monolayer was
established. In MD, the total vdW energy is approximated as a sum of pairwise contri-
butions. Hence, the Lennard-Jones potential function presented in equation (Eq. 3.1) is
evaluated for all pairs of atoms in the system and σ and ε need to be defined for all atomic
combinations. This problem is handled in OPLS by assigning a set of parameters to each
atom type. The parameters for the pairwise forces are obtained by geometrically averaging
the atom type values, as indicated in (Eq. 3.2). The problem is thus reduced to finding an
appropriate value of sigma and epsilon for the aluminium atom in TMA, as the standard
van der Waals parameters were assigned to all carbon and hydrogen atoms.

v(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(3.1)

εij =
√
εiiεjj σij =

√
σiiσjj (3.2)

In order to correctly reproduce the monolayer-TMA interaction, the interaction energy
as a function of the intermolecular distance was calculated with DFT. The SAM was
approximated by a propane molecule, as the end group - TMA and alkane backbone - TMA
interactions determine the diffusion probability. The limited extend of the van der Waals
forces in combination with the use of cut-offs at 1 nm for the production runs eliminates
the need to consider dodecanethiol molecules, because the non-bonded attraction of the
sulphur headgroup does not reach beyond the dense dodecanethiol barrier. Furthermore,
the penetration of the diffusant in the SAM was investigated. The TMA interactions at
the interface, once reached, are not examined in this thesis.

First, the conformation of a TMA-propane complex was optimised. The equilibrium
geometry is shown in Figure 3.4a. A rigid scan was performed to calculate the Lennard-
Jones potential curve. In the rigid scan, the TMA-propane distance was linearly varied
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without re-optimising the conformation and the potential energy was calculated at each
step of the scan. A plot of the relative potential energy as a function of the TMA-propane
distance is shown in Figure 3.4b. The scan comprised an increase and decrease of the
TMA-propane distance as compared to the equilibrium distance by steps of 0.05 Å. In
total, 161 steps were taken in the range of 1.96 to 9.96 Å. A well-depth of -15.0 kJ/mol
was obtained.

(a) Equilibrium geometry of a TMA-
propane complex.

(b) Lennard-Jones potential curve cal-
culated with DFT.

Figure 3.4

The same configurations as in the scan were processed in Gromacs. Since there is no
keyword in Gromacs to request a rigid scan, single point calculations were performed at
the selected TMA-propane distances. A script was written to change the TMA-propane
distance in steps of 0.25 Å, which corresponds to 5 times the DFT step size. The script
is included in Appendix D. The molecules were placed in the middle of a cubic box with
a lattice vector equal to 5 nm. Since the same settings as used in the simulations were
applied, including pbc, the rather large box vector is necessary in order to avoid interactions
with image boxes. Although a cut-off radius for the vdW and Coulomb interactions of 1
nm was used in the production runs described in the next chapter, the cut-off radii for
the single-point calculations were doubled to 2 nm. The largest TMA-propane distance
examined by DFT equalled 0.996 nm. The use of a larger cut-off radius prevents the
introduction of a systematic error in the asymptotic value for the energy.
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The potential energy of each TMA-propane configuration was calculated and scaled
relative to the energy value at large distances. A well-depth of -8.7 kJ/mol was obtained.
As the Lennard-Jones parameters for the aluminium atom were set equal to zero in the force
field, the energy difference between the DFT calculated plot and the curve obtained from
the MM single point calculations arises from the Al-propane Lennard-Jones interactions
or 3 Al-C vdW terms and 8 Al-H vdW terms.

Estimates for σ and ε were made and improved by a fitting procedure. The vdW
terms were written out for 18 different TMA-propane distances resulting in a system of 18
linear equations with two variables. A first guess for the parameter values was obtained
by solving a system of two equations. A different set of equations returned a different set
of parameters. This was expected, as several approximations are made in MM, e.g. the
discretisation of the potential energy in several bonded and non-bonded force field terms.
In addition, the functional forms implemented in the force field are not exact and electronic
effects are not considered. As a result, there is a discrepancy between ab-initio and MM
results.

Because of the complex relation between both parameters and the energy, a script
was written to loop over all possible combinations of σ and ε between the smallest and
largest values included in OPLS for the respective parameter. A step size of 0.001 nm and
0.01 kJ/mol was used respectively. The differences between the DFT and MM calculated
relative energies was determined for each combination and a condition was added to ensure
a small interaction potential at the largest distance. If the potential does not evolve to zero,
a long-range particle attraction and systematically biased energy values can be expected.

By using the fitting procedure described above, a sigma value of 0.114856 nm was
established. The optimisation of epsilon was more problematic. The larger ε, the stronger
the TMA-propane interaction. Nevertheless, in order to obtain a well-depth comparable to
the DFT result, a very large value for epsilon, around 200 kJ/mol, needs to specified. This
value is outside the range of ε values in OPLS as the largest value equals 26.15 kJ/mol,
assigned to the lithium ion [141]. Moreover, the larger ε, the shorter the equilibrium
TMA-propane distance. In addition, the root of the Lennard-Jones curve shifts to shorter
distances and the asymptotic value slightly increases. The epsilon value was fixed at 100
kJ/mol, resulting in a well-depth of -13 kJ/mol. The DFT and MM calculated Lennard-
Jones potentials are plotted in Figure 3.5 and the optimised van der Waals parameters are
summarised in Table 3.2. The underestimation of the interaction potential made for TMA
is lower than the thermal energy at the temperatures considered. Moreover, a rigid scan
and single point energy calculations were also performed on a system consisting of two
propane molecules. Whereas DFT assigned a maximal attraction energy of -9.6 kJ/mol
relative to the value at large separation, -6.5 kJ/mol was calculated with OPLS in Gromacs.
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Table 3.2: List of van der Waals parameters.

σ ε
Element (nm) (kJ/mol)

S 0.360 1.485
C 0.350 0.276
H 0.250 0.126

Au 0.320 0.650
Al 0.115 100.0

Figure 3.5: DFT and MM calculated Lennard-Jones potential curves for a TMA - propane
interaction.

3.3.2.2 Bonded interactions

Once the parameters for the non-bonded force field terms were defined, the equilibrium
values and force constants for the bonded terms were specified. A TMA molecule is com-
pletely defined by two bonds, C-Al and C-H, three angles, C-Al-C, H-C-Al and H-C-H,
one dihedral angle, H-C-Al-C and one improper torsion to ensure a planar conformation.
First, the latter two terms will be discussed.
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The parameters for the Ryckaert-Bellemans dihedral were copied from the HMe-CMe-
Cring-Cring torsional angle in a toluene molecule. Six improper torsional terms are distin-
guished in the OPLS force field, three of which include a nitrogen atom. Improper terms
are defined for carbonyl, nitro, amine and imine functional groups, alkenes and aromatic
rings. The latter improper dihedral was selected for TMA, because of the configurational
similarities to toluene. As shown on the Figures in the Results, a planar conformation was
retained for all TMA molecules during the simulations.

The equilibrium bond lengths and angles shown in Figure 3.6 were obtained by a DFT
geometry optimisation of a TMA molecule. The equilibrium values correspond well to the
results of experimental [140] and theoretical [142] structure determinations.

Figure 3.6: Equilibrium structure of a TMA molecule with the equilibrium values of the
bonded force field terms indicated. C, H and Al atoms are grey, light grey and pink
respectively.

The force constants were obtained via a normal mode analysis. First, the equilib-
rium bond lengths and angles and starting values for the force constants were entered in
the OPLS force field. The starting force constants for the C-H bond and H-C-H angle
were copied from alkanes. The Cring − Cring − CMe and Cring − CMe − HMe angular force
constants from a toluene molecule were assigned to the C-Al-C and Al-C-H angles re-
spectively. Finally, an initial value for the force constant of the Al-C bond vibration was
replicated from a phosphonium molecule.

For the computation and diagonalisation of the Hessian, a double precision run is
required in Gromacs. Since the double precision option was not installed on the Gromacs
version 5.0.7 used throughout this thesis, the normal mode analysis was performed in
Gromacs version 5.0+dftb. The TMA equilibrium geometry obtained by DFT was placed
in a cubic box with a box vector of 5 nm. A potential-shift was requested for both Coulomb
and vdW forces to ensure a smooth cut-off with a 2 nm cut-off radius.
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The next step is to minimise the energy of the TMA molecule. A normal mode analysis
requires a very tight energy minimisation. Since the standard steepest descent minimisation
scheme is not sufficiently accurate, the conjugate gradient integrator with a maximum step
size of 0.0001 nm and an unlimited number of steps was used. The maximal force was set
equal to 10−7 kJ/mol nm, resulting in a complete minimisation of the energy.

After the energy minimisation step, the Hessian was calculated and diagonalised. The
eigenvectors were visualised in VMD to determine the nature of the normal vibrational
modes. Five modes were selected. The symmetric Al-C and C-H stretching vibrations and
the symmetric methyl umbrella, rocking and degenerate bending motions were chosen to
represent the Al-C, C-H bond stiffness and H-C-H, H-C-Al and C-Al-C angular stiffness
respectively. The ratio between the DFT calculated frequencies and MD calculated fre-
quencies was determined, squared and multiplied by the force constant of the respective
mode in accordance with the relation between the frequency ν and the force constant k
shown in (Eq. 3.3).

ν =
1

2π

√
k

µ
(3.3)

The values for the force constants were adjusted in the force field and the whole proced-
ure was repeated. By iteration, the force constants were improved until the MM calculated
frequencies of the five modes converged to the values obtained by DFT. A comparison of
the DFT and MM frequencies is included in Appendix B. There are still important differ-
ences between the two spectra, because MM is not an accurate method to examine a PES.
Besides the approximations made to calculate the energy, as explained in the previous
subsection, improper dihedrals are known to change the vibrational spectrum [102]. To
eliminate errors arising from the calculation set-ups, the l-bfgs minimisation method and
vdW PME long-range interactions were tested. The results obtained by the two methods,
however, did not differ significantly. An overview of the final equilibrium values and force
constants is given in Tables 3.3 - 3.4.

Table 3.3: List of bond stretching parameters for TMA.

equilibrium value force constant
bond (nm) (kJ/mol nm2)
C-Al 0.196 141754.7
C-H 0.109 310968.1

3.3.3 Force field extension for a SAM

Before the input structure can be processed in Gromacs, all atoms must be linked to the
correct force field terms. In order to do that Gromacs groups particles in recognisable
units called residues. For example, one amino acid corresponds to a residue in OPLS.
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Table 3.4: List of angle bending parameters for TMA.

equilibrium value force constant
angle (◦) (kJ/mol rad2)

C-Al-C 120 177.44
H-C-Al 112 149.46
H-C-H 107 494.85

Other residues define ions or solvent molecules. The definition of residues to assign atom
types has the advantage that an input file can be simultaneously processed by different
force fields, because atom types are force field specific. One alkanethiol molecule and nine
gold atoms were chosen as a residue. The input .pdb file assigns a residue type and a number
to each atom. The residue file for the SAM was made by the TPPmktop program [143]
and adapted to the system studied. The residue files for TMA, gold diffusants, propane
and defective structures were made from scratch.

The sulphide atom type was assigned to the sulphur headgroups, in analogy to the
methionine amino acid. Three different carbon atom types were used, CS, CH2 and CH3.
All hydrogen atoms are of the same alkane type. Standard OPLS charges for S, C and
H atoms were copied. In OPLS, the hydrogen atoms bear a charge of 0.06, which is
counterbalanced by the charge on carbon to form a neutral charge group [111]. A charge
group is a set of atoms whose charges sum to zero. The introduction of charge groups
enhances the transferability of the force field and reduces artefacts at the cut-off distance
[108]. The sulphur headgroups are negatively charged by a value of -0.335. The charge on
the sulphur bonded carbon atoms equals 0.048, which is the standard charge for sulphide
CH2 carbons.
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Chapter 4

Results and discussion

In this chapter, the results of the MD simulations will be presented and discussed. The goal
of this thesis was to understand the interaction of TMA molecules with a dodecanethiol
SAM on Au(111). This problem is of interest for the semiconductor industry in the context
of area-selective deposition. Experimentally, a dodecanethiol monolayer failed to delay or
inhibit the aluminium oxide thin film growth [95]. Several authors attribute the diffusion
of ALD precursor molecules through the SAM to the presence of defects, but evidence
supporting the assumption was not yet provided [93, 96]. Hence, our conclusions will help
unravelling the role of defects in AS-ALD.

First, the thermal stability of the SAM conformation was examined at temperatures
varying from 200 K to 600 K, because experiments revealed that the SAM inhibition
properties towards the ALD process are inversely proportional to the temperature [95]. The
obtained conformations will be compared with the results from previous MD simulations
using various force fields [69, 70, 71]. Furthermore, the presence of a discrete melting
transition was investigated, because it was hypothesised that headgroup mobility is a
criterion to observe a melting point [71]. Our calculations allow to verify this hypothesis,
as the substrate atoms and sulphur headgroup positions were restrained.

Second, the penetration of gold atoms in the SAM was inspected by inserting gold
atoms in the vacuum above the monolayer. In particular, the presence of intrinsic dif-
fusion channels in the monolayer was investigated [92]. Experiments indicated that gold
atoms easily diffuse through the SAM and accumulate at the Au-SAM interface [86, 88].
Nevertheless, the mechanism for penetration has not been elucidated in the experimental
studies.

Finally, the passivating properties of an alkanethiol SAM on Au(111) towards the alu-
minium oxide ALD process were explored. Trimethylaluminium molecules were inserted in
the vacuum above the monolayer surface and the interaction with the SAM was examined.
More specifically, the possibility of TMA penetration in the SAM was tested. Both a per-
fect monolayer and monolayers with point and line defects were simulated and the effect
on the mobility of TMA was examined.
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4.1 Thermal stability of the SAM conformation

4.1.1 Simulation set-up

The thermal stability of the SAM conformation was investigated on a perfect dodecanethiol
monolayer at full coverage. Temperatures ranging from 200 K to 600 K were explored in
steps of 100 K. Although most experimental results on TMA and Au atom diffusion are
obtained in a temperature range between 300 K and 400 K, a simulation at 200 K was
performed to obtain an ordered monolayer as a reference. The simulations at 500 K
and 600 K were performed, because 600 K is the upper temperature for the aluminium
oxide ALD process. At 600 K, TMA decomposes [10]. The desorption of the SAM at
higher temperatures, approximately 450 K in vacuum conditions, is experimentally proven
by several groups [58, 74, 144]. However, the alkanethiolates cannot desorb from the
surface during the simulations due to the position restraints on the sulphur and gold
atoms. Since no detailed study has been performed on the timescale of the desorption at
various temperatures, the simulations are not superfluous. Whereas desorption experiments
typically run over several minutes, the monolayer was only simulated for 20 ns.

First, the energy of the input structure was minimised and the SAM was equilibrated
at 200 K for 100 ps. After a 20 ns production run, the temperature was raised by 100◦.
The temperature change was achieved by increasing the temperature of the external heat
bath in the velocity rescaling thermostat [119]. The energy exchange between the heat
bath and the box during the equilibration run gradually alters the particle velocities until
a new equilibrium is found. Once the system was re-equilibrated, a production run of 20
ns was performed at 300 K. This scheme was repeated for all higher temperatures. Hence,
the final structure of each production run served as an input for the equilibration run
at a temperature increased by 100 K. The purpose of this strategy was to correlate the
coordinates and velocities of the particles.
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(a) Time evolution of the temperature dur-
ing the equilibration phase at 400 K.

(b) Schematic of an alkanethiol molecule
with the tilt angle θt, tilt direction χt and
twist angle Ψ indicated. Figure taken from
ref. [39].

Figure 4.1

As shown in Figure 4.1a, 100 ps were sufficient to equilibrate the system at the new
temperature. A fast initial temperature increase from 300 K to 400 K is achieved by using
a coupling constant τ of 0.1 ps. Once at 400 K, the temperature deviations of the system
are limited to approximately ± 10 K. Similar observations were made at 500 K and 600
K. The deviations at lower temperatures were limited to approximately ± 5 K.

4.1.2 Results

The degree of order in the SAM is characterised by four angles. First, a tilt angle θt can be
defined between the axis perpendicular to the surface and the dodecanethiol backbone, as
shown in Figure 4.1b. Second, the tilt direction can be measured by evaluating the angle
χt between the projection of the dodecanethiol backbone on the substrate and a Cartesian
axis. Third, the twist angle Ψ denotes the rotation of the chains with respect to their axis.
Finally, the fraction of anti-periplanar C-C-C-C torsional angles was quantified.

The monolayer conformations at 200 K, 400 K and 600 K are shown in Figure 4.2.
Figures of the SAM at 300 K and 500 K are presented in Appendix A. While the backbones
are all-anti and uniformly tilted at 200 K, the blocking layer is disordered at 600 K. Since
the van der Waals interaction energy is optimised by adopting a constant hydrocarbon
distance in the SAM, at low temperatures a perfect structure characterised by an uniform
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(a) Top view of the monolayer at 200 K.

(b) Side view of the monolayer at 200 K.

(c) Top view of the monolayer at 400 K.
(d) Side view of the monolayer at 400 K.

(e) Top view of the monolayer at 600 K.

(f) Side view of the monolayer at 600 K. The
formation of a kink is indicated in blue.

Figure 4.2: SAM conformations at various temperatures.
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tilt angle, tilt direction and all-trans conformation is observed. The increased thermal
energy of the SAM at higher temperatures is reflected in more disorder in the monolayer.

The simulations indicate that the average tilt angle gradually decreases as a function of
increasing temperature, as shown in Figure 4.2. To quantify the conformational changes,
the tilt angles were calculated. The tilt angle was defined as the angle between a vector
perpendicular to the SAM surface and a vector defined by the dodecanethiol headgroup
and the sixth carbon atom in the SAM chain. As summarised in Table 4.1, an average tilt
angle of 37.00◦ ± 0.38◦ was measured at 200 K. The angle was reduced to 35.30◦ ± 1.73
at 300 K. This is slightly higher as compared to most of the experimental values reported
in the literature, being 30◦ − 34◦ [26, 62, 65]. At higher temperatures, the dodecanethiols
untilt and the tilt angle is more broadly distributed, as shown in Figure A.4. Although a
visual inspection of the conformation at 600 K reveals an untilted, disordered monolayer,
a rather high average tilt angle is calculated. This is an artefact of the definition the tilt
angle, since the Au-S-C bond angle of 109◦ and zigzag structure of the chains imposes an
intrinsic tilt on the vector connecting the headgroup and the middle carbon atom of the
dodecanethiol. Nevertheless, the overall trend of a reduced and more broadly distributed
tilt angle at higher temperatures is clear.

Table 4.1: Average tilt angles at various temperatures.

Temperature Tilt angle ± stdev.
(K) (◦)
200 37.00± 0.38
300 35.30± 1.73
400 29.83± 3.44
500 24.51± 4.17
600 21.31± 4.34
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Figure 4.3: Distribution of the tilt angles at various temperatures.

Although the azimuthal angle was not determined, a uniform tilt direction is adopted
at 200 K, 300 K and 400 K, as shown on Figures 4.2a, A.2b in Appendix A and 4.2c
respectively. The presence of a next-nearest neighbour (NNN) tilt is concluded from visual
inspection.

The presence of two discrete twist angles at 200 K and 300 K is deduced from visual
inspection of the orientations of the first methylgroup in the SAM. A broadly distributed
twist angle is observed at higher temperatures. A similar observation was made in earlier
molecular dynamics studies on alkanethiol SAM structures [70].

Finally, the C-C-C-C dihedrals were examined. At 300 K, variations of the torsional
angles are mainly concentrated near the end groups of the alkanethiols. At 400 K, con-
formational defects are also situated at the interface and the end groups are more readily
disordered. At 500 K and 600 K, gauche and eclipsed conformations are present throughout
the chain. Kinks are formed in order to accommodate the chain in the dense SAM layer,
as indicated in Figure 4.2f. The temperature evolution of the fraction of anti-periplanar
C-C-C-C dihedrals is summarised in Table 4.2. At 200 K the number of gauche defects is
negligible. Although the anti-periplanar fraction decreases at higher temperatures, a high
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percentage is measured even at 600 K. This results from the high density of alkanethiols in
the SAM at full coverage. A slight change of the dihedral can significantly alter the con-
formation, resulting in a repulsive interaction with the neighbouring chains. A histogram
of the C-C-C-C torsional angles at various temperatures is included in Appendix A. The
distribution function is broader at higher temperatures, by analogy to the trend observed
in the tilt angle distribution function.

Table 4.2: Fraction of anti-periplanar dihedrals at different temperatures.

Temperature fraction ± stdev.
(K) (%)
200 99.88 ± 0.15
300 99.06 ± 0.49
400 94.41 ± 1.25
500 89.74 ± 1.55
600 87.73 ± 1.65

4.1.3 Discussion

Before drawing conclusions, the impact of the starting structure on the results was tested.
According to Bhatia et al. [71] gauche defects are irreversibly trapped upon cooling of
the monolayer. Hence, if the simulations would have been performed in the opposite or-
der, starting from the disordered SAM at 600 K, different trans fractions would have been
measured. However, the simulations performed in this thesis are 200 times longer than
the production runs of Bhatia et al. [71]. Since the dihedral correlation times calculated
in Gromacs were smaller than the simulation times, the torsional angles in the final con-
formation should be independent from the input structure. In Figure A.5 in Appendix
A, the fraction of trans dihedrals is plotted as a function of time at 600 K. The average
value does not change. Nevertheless, the hypothesis of Bhatia et al. [71] was tested by
simulating a monolayer build from a defective repeat unit, shown in Figure 4.4. In one
third of the chains a gauche conformation between the tenth and eleventh carbon atom was
introduced. A kink was formed in the remaining dodecanethiols in the middle of the chain
or near the interface. In the energy minimisation step, the conformational defects were
already partly corrected in order to reduce the repulsion in the dense monolayer. After a
100 ps equilibration run and a 20 ns production run at 200 K, the tilt angle distribution
and trans fraction did not differ from the previously calculated values. In conclusion, the
results of the conformational analysis are independent of the starting conformation.
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Figure 4.4: Repeat unit for the input configuration with torsional defects, with orange,
yellow, grey and light grey Au, S, C and H atoms respectively.

At all temperatures, more ordered conformations are obtained in this study as compared
to previous MD studies [69, 70, 71]. The gauche fractions measured by Hautman et al. [69],
Mar et al. [70] and Bhatia et al. [71] are summarised in Table B.1. Whereas Bhatia et al.
[71] used an united-atom model without position restraints on the sulphur and gold atoms,
the temperature studies of Hautman et al. [69] and Mar et al. [70] were performed using
restricted headgroup motions and an united-atom and all-atom approach respectively. The
force fields were composed of fitted functions and potentials adopted from other groups.
Although there is a discrepancy between the gauche fractions obtained in ref. [71] and ref.
[69], the same hydrocarbon potentials were used. Hence, a restriction on the motion of the
sulphur atoms results in an lower fraction of gauche dihedrals at higher temperatures.

The tilt angle distributions calculated by Bhatia et al. [71] are plotted in Figure 4.5.
At 200 K and 300 K, the average tilt angles are consistently lower as compared to the tilt
angles obtained in this study and the distributions are broader. MD simulations based
on an all-atom model with headgroup restrictions also measured smaller tilt angles at all
temperatures [70]. However, the evolution of the gauche positions and the twist angles
correspond to previous observations [70]. In conclusion, a similar qualitative description
of the conformational changes is presented, but the SAM is consistently more ordered in
this study as compared to structures obtained with other force fields. Since an uniformly
parametrised force field and less approximations were used in this study as compared to
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the previous studies, it would be interesting to investigate the role of the force field in the
degree of disorder in the SAM.

Figure 4.5: Distribution of the tilt angles at various temperatures as calculated by Bhatia
et al. [71].

Table 4.3: Literature values for the fraction of gauche dihedrals at different temperatures.

Temperature Reference This work
(K) [69] [70] [71]
200 NA NA NA 0.12
250 0.3 2.2 NA NA
300 NA 4.4 0.5 0.94
375 NA NA 3.4 NA
400 8 NA 11.6 5.59
500 17 NA NA 10.26
600 NA NA NA 12.27

The previous UA MD simulations on tridecane and hexadecane SAMs identified a low-
temperature phase transition characterised by jumps in the tilt direction from the NN to

55



NNN direction at approximately 275 K [69, 71]. However, an uniform NNN tilt direction
was found by MD simulations with an all-atom model, analogous to this work [70]. In
addition, Bhatia et al. [71] observed a discrete phase transition from an ordered to a
disordered conformation at 400 K, as evident from the broad tilt angle distribution in
Figure 4.5, a randomisation of the tilt direction and an suddenly increased amount of
gauche defects, present throughout the monolayer. A continuous phase transition was
noticed in this thesis, by analogy with the results obtained from SAMs with position
restraints on the sulphur atoms [69]. This confirms the hypothesis on the importance
of the headgroup mobility in the observation of a discrete second phase transition [71].
The formation of 5-7 dislocation pairs is essential for the melting of the monolayer. The
melting transition occurs over a wider temperature range if the translational freedom of
the alkanethiol molecules is restricted.

4.2 Gold atomic diffusion

After having investigated the thermal stability of the SAM structure, gold atoms were
added to the vacuum. As discussed in the Introduction, the vapour deposition of gold
atoms on the monolayer results in the formation of gold islands at the substrate-SAM
interface [86, 87]. Moreover, a continuous penetration of the monolayer was observed
without significant changes in the SAM conformation [85]. The gold clusters at the interface
were randomly distributed. As the positions of the clusters are not related to substrate
defects, several groups hypothesised that the diffusion does not depend on the defectivity
of the monolayer. Nevertheless, it is not clear whether the gold atoms separately diffuse to
the interface and then cluster or whether clusters are formed before penetration [86]. As
the mobility of the gold atoms at the interface is not resolved, the role of defects in the
diffusion process cannot be excluded. By simulating the interaction of gold atoms with a
SAM at full coverage, we hope to add to this discussion.
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4.2.1 Simulation set-up

Figure 4.6: Image of the SAM and ten gold adatoms at 200 K with Au, S, C and H atoms
pink, yellow, cyan and white respectively.

Ten gold atoms were randomly distributed in the vacuum above the SAM layer, as shown
in Figure 4.6. This resulted in a partial pressure of 7.09 bar, under the ideal gas assumption
at 300 K (Eq. 4.1). The number of gold atoms was chosen in analogy to previous MD
simulations, where nine gold atoms were added to a monolayer of 90 dodecanethiols [89].
Hence, the partial pressure of gold is slightly lower in our simulations. Moreover, Alkis et
al. [89] inserted the gold atoms in a 2 nm vacuum volume, whereas the boxes in this thesis
are separated by a 2.5 nm vacuum layer.

p =
NkBT

V
=

10 ∗ 1.38 ∗ 10−23J/K ∗ 300K

5.19 ∗ 4.50 ∗ 2.50 ∗ 10−27m3
= 7.09 bar (4.1)

First, a new residue and input file were written. Each contained only one gold atom,
so that the number of atoms in the box could easily be adjusted. The atom type of the
substrate gold atoms not bonded to a sulphur atom was assigned to the diffusants. This
explains the choice to model the penetration of gold atoms, because appropriate parameters
were already available in the force field.

Two adaptations to the force field were made before the diffusion was simulated. Due
to the periodic boundary conditions, the gold atoms interact with the bottom of the gold
layer in an image box positioned on top of the simulation box. In the GolP force field
extension for OPLS, the gold-gold interaction is set equal to zero. As a result, the added
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gold atoms can diffuse through the fcc lattice due to the lack of repulsive vdW interactions.
Allocating the standard Lennard-Jones parameters for gold atoms to both diffusants and
the gold substrate results in clustering of the added gold atoms near the substrate. In
order to avoid attraction to or even penetration through the gold substrate, a repulsive
vdW term was added to the force field.

v(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(4.2)

The expression for the Lennard-Jones potential as implemented in OPLS is presented in
Formula (Eq. 4.2). A short-range repulsive term and long-range attractive term can be
distinguished. As evident from (Eq. 4.2), the repulsive contribution is a lot steeper as
compared to the attractive part. The expression in (Eq. 4.2) contains two parameters.
The collision diameter σ corresponds to the root of the function, whereas the well-depth
ε denotes the potential energy at the minimum. The collision parameter was set equal to
twice the van der Waals radius of a gold atom. A vdW radius of 0.166 nm was used in
agreement with the measurements of Bondi [145]. The Au-Au repulsion was realised by
assigning a small value for ε. Whereas the Au-Au attraction is minimal for a small-well
depth, the repulsive part remains rather steep due to the different powers in Equation (Eq.
4.2). Several values were tested. The fitting resulted in an optimal well-depth of 0.001
kJ/mol. Since the same atom type was used to describe the gold diffusants and the gold
atoms in the substrate lattice, the position restraint force constant was doubled in order
to avoid disintegration of the substrate. A force constant equal to 1000000 kJ/mol nm2

was used.

The gold atoms were added to the boxes from the thermal stability studies at 200 K, 300
K and 600 K. Hence, the monolayers were fully equilibrated at the correct temperatures.
However, all velocity information is lost during the insertion, so only the coordinates were
conserved. Velocities were reassigned according to the Maxwell-Boltzmann distribution
function at the corresponding temperature by a 100 ps equilibration run. At 200 K, the
monolayer is nearly ideal, which allows to test the presence of intrinsic diffusion channels
in a perfectly ordered SAM [92]. Since the MD simulations of Alkis et al. [89] were
performed at 300 K, the diffusion was also studied at 300 K. Finally, simulations at 600 K
were performed to examine the effect of disorder in the SAM. In addition, the high thermal
energy of the gold atoms at 600 K enhances the penetration.

After equilibrating the system at 200 K, 300 K and 600 K, three successive production
runs of 20 ns, 50 ns and 30 ns were performed, resulting in a total simulation time of 100
ns. This is ten times longer as compared to the simulations performed by Alkis et al. [89].

4.2.2 Results

Despite the long simulation time, no diffusion of gold atoms in the SAM was observed at
200 K, 300 K or 600 K. Density profiles for the 50 ns simulations at 200 K and 600 K
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are shown in Figures 4.7a - 4.7b respectively. The number density, the number of gold
atoms per volume, is plotted versus the z-coordinate of the box, which is the coordinate
perpendicular to the surface of the monolayer. The origin corresponds to the bottom of
the gold substrate and the surface of the SAM is situated at approximately 2.1 nm. No
density is present in the monolayer at both temperatures. At 200 K, the gold atoms are
attracted to the SAM surface by the van der Waals interactions resulting in an increased
density on top of the SAM surface. This peak is significantly reduced at 600 K due to
the increased thermal energy of the gold atoms. The density drop near the top of the box
results from the induced repulsive van der Waals interaction between the gold diffusants
and the gold substrate in the next image box, as previously explained.

(a) Number density of the gold diffusants
along the z-axis at 200 K.

(b) Number density of the gold diffusants
along the z-axis at 600 K.

Figure 4.7

4.2.3 Discussion

The results contradict several hypotheses and conclusions from the literature. First, Alkis
et al. [89] already investigated the penetration of gold atoms in dodecanethiol SAMs on
Au(111) via MD simulations using the UFF force field. Although they initially did not
observe diffusion, the UFF force field was modified to achieve a better agreement with
experiments, predicting diffusion, and DFT calculations. The gold-alkane Lennard-Jones
potentials were scaled by a factor of ten to match binding energy curves obtained by DFT,
as shown in Figure 4.8. The binding energy of the gold atoms is plotted versus the height
above the gold surface for tilted, by 35◦, and untilted SAMs. Although they report a good
agreement, an important difference was not mentioned. Peaks in the binding energy at the
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SAM surface and interface were calculated by DFT, as shown in the left plot on Figure 4.8.
In contrast, the binding energy as calculated with the scaled force field, shown on the right,
increases during the diffusion in the tilted SAM. This difference has major consequences
on the barrier properties of the monolayer. Almost all adatoms penetrated the monolayer
when the scaled force field was used. The agreement with experiments reporting gold atom
diffusion was merely a goal of their calibration, rather than a result of it. The calculations
performed in this work question the validity of their approach. With the OPLS and GolP
force fields, no diffusion was observed, although ten times longer simulations were run.
The gold atoms are merely attracted to the SAM surface in agreement with the binding
energy peak calculated by DFT [89].

Figure 4.8: Plot of the gold atom binding energy versus the interface distance calculated
by DFT (left) and UFF*10 (right), as used in ref. [89].

Hooper et al. [90] explained the aluminium diffusion through a hexadecanethiol mono-
layer via a headgroup hopping mechanism. Transient diffusion channels would be formed
by fluctuations in the alkanethiol adsorption position. The hypothesis cannot be tested in
this work as the headgroup positions were restrained. However, Dai et al. [92] disputed the
hypothesis of Hooper et al. [90] by calculating the interchain distance in a perfectly ordered
SAM based on the packing of the SAM backbones. They predicted that all particles with
a diameter of less than 3 Å fit in the intrinsic channels present in an ideal monolayer. Two
assumptions were made. First, a backbone tilt angle of 25◦ was assumed. Second, the
alkanethiol molecules were represented by cylinders. The diameter of the cylinders was
based on the covalent radii of the hydrogen atoms, which is significantly lower than the
van der Waals radius. Channel diameters of 3.2 Å and 2.9 Å were obtained for untilted
and tilted SAMs respectively. Calculations based on the vdW radii obtained a channel
diameter of 1.4 Å if no chain tilt was assumed. The atomic and van der Waals radius of
a gold atom equals 2.88 Å and 3.32 Å respectively [42, 145]. Hence, gold atoms should
diffuse in the SAM if the van der Waals repulsion is not taken into account. Nevertheless,
the 37◦ tilt angle obtained in this study at 200 K, as compared to the 25◦ assumption of
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Dai et al. [92], results in a smaller channel diameter, equal to 2.56 Å and consequently
no diffusion is expected. Indeed, no penetration was observed at 200 K during a 100 ns
simulation.

Although at 600 K the average tilt angle is reduced to 21.31◦ ± 4.34◦, no diffusion was
observed either. Hence, increasing the thermal energy of the particles and the disorder in
the SAM does not result in penetration of the SAM over a 100 ns timescale. In conclusion,
diffusion of gold atoms through a dodecanethiol SAM at full coverage was not observed.
The experimentally measured gold diffusion is likely to be caused by defects or by the
headgroup hopping mechanism [90]. The results obtained in this study justify the use of
ideal SAMs as blocking layers in the area-selective deposition technique.

4.3 TMA diffusion in a perfect monolayer

The main goal of this thesis was to resolve the interaction of a TMA precursor with a
dodecanethiol SAM on Au(111) by computational means. The hydrophobic backbones
have been reported to be effective barriers for several ALD processes [25]. Nevertheless,
the SAM passivating properties depend on the ALD precursor and are not fully understood
[95]. An unaffected growth curve for the aluminium oxide deposition was measured. By
simulating the interaction of TMA molecules with a dodecanethiol SAM, we want to gain
insight in the area-selective deposition process.

4.3.1 Simulation set-up

First, the interaction of TMA with a dense, perfect monolayer was investigated. The
simulations were performed at two temperatures, 400 K and 600 K. A temperature of 400
K was selected, because this is the boundary of the SAM stability limit and the formation
of TMA monomers [140]. Simulations at lower temperatures were not performed, because
at low temperatures TMA exists as a dimer with a 3-center-2-electron bond [146]. The
simulations at 600 K were run to serve as a first indication for the possibility of penetration
in the SAM, because the increased thermal energy of the precursor molecules and the
more disordered monolayer could enhance the penetration process. 600 K is the upper
temperature for the TMA ALD process [10].

As explained in the previous section, the application of pbc introduces errors at the
top of the simulation box, where the diffusants interact with the gold lattice of an image
box. Therefore, the van der Waals interactions between TMA and the gold atoms on the
bottom of the next image box were adjusted. A Lennard-Jones potential term was added
and the well-depth was fitted. As opposed to the previous section, a different atom type
was used for the lower gold layer as compared to the other gold atoms in the substrate.
This allows to define a different vdW interaction. The repulsive contribution dominates
for the TMA interaction with the bottom gold layer, whereas an attractive potential is
maintained with the rest of the lattice. The collision diameter σ was set equal to the sum
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of the vdW radii of gold and the respective elements in TMA [147]. An optimal epsilon
value of 0.0002 kJ/mol was found.

The partial pressure of TMA in the ALD reactor depends on the reactor type used and
is not always known [148]. Although it approaches one molecule for the box size simulated
in this study, higher partial pressures were used in order to improve the statistics. No
representative results can be obtained from one TMA molecule due to the limited simu-
lation time, since the results from 50 ns simulations cannot be compared to experimental
pulse times of 15 ms or more [95]. Various numbers of TMA molecules were added to the
box. The highest number of TMA molecules added was 54, corresponding to a TMA:SAM
ratio of 1:2. This number was chosen for the production runs, although it is much higher
than the value implied by the experimental conditions. The enormous partial pressures,
15.5 bar and 42.7 bar at 400 K and 600 K respectively, significantly increase the chance of
observing diffusion. In order to accommodate the large number of particles, the vacuum
volume above the SAM was doubled. An orthogonal box vector of 7.5 nm was used for all
TMA simulations resulting in a 5 nm vacuum layer. This also reduces the errors induced
by the pbc, as the particles are less confined in the vertical direction.

As a consequence of the high partial pressure and aluminium van der Waals parameter,
the TMA molecules tend to form clusters. Clusters of various sizes are clearly present at
400 K as shown in Figure 4.9a. Nevertheless, not all diffusants are part of a group and
various small clusters do not aggregate further. As single TMA molecules were also present
in the vacuum, the TMA-TMA vdW terms were not adjusted. Only the Al-Al Lennard-
Jones potential was set equal to zero. At 600 K, the clustering is significantly reduced by
the thermal energy of the precursor molecules, as shown in Figure 4.9b.
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(a) Final conformation of the TMA diffusion
simulation at 400 K.

(b) Final conformation of the TMA diffu-
sion simulation at 600 K.

Figure 4.9

The TMA molecules were added to the pre-equilibrated boxes obtained from the tem-
perature studies at 400 K and 600 K, in analogy to the set-up used for the simulations
of gold atomic diffusion. A second equilibration run of 100 ps and production runs of 50
ns were performed. The energy of the system was not minimised after adding the TMA
molecules, because the insertion algorithm ensures a random TMA distribution in the
vacuum. Any overlap between particles is carefully avoided.

4.3.2 Results

A TMA molecule can be approximated as a cylinder with a height of 0.41 nm and a 0.69
nm diameter based on the vdW radii of the hydrogen atoms. The sulphur separation in the
(
√

3×
√

3)R30◦ lattice of the SAM equals 0.5 nm. Hence, no diffusion was expected and no
diffusion was observed at either 400 K or 600 K. The density profiles at both temperatures
are shown in Figures 4.10a and 4.10b respectively. The peaks at 2.8 nm indicate the TMA-
SAM attraction. Although reactions cannot be investigated with classical MD, Xu et al.
[13] established by DFT that TMA does not chemisorb on the methyl end groups. Only
after wetting of the surface, an aluminium oxide layer was deposited on top of the monolayer
[98]. The increased thermal energy of the particles at 600 K results in a decreased TMA
density on top of the SAM surface. A second peak is observed at the top of the simulation
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box. The steep decrease at 7.5 nm results from the fitting of the van der Waals repulsion
between TMA and the next image box, as previously explained.

(a) Number density of TMA along the or-
thogonal box vector at 400 K.

(b) Number density of TMA along the or-
thogonal box vector at 600 K.

Figure 4.10

4.4 TMA diffusion in a defective monolayer

Since no diffusion was observed in a SAM at full coverage, defects were introduced in the
monolayer. The impact of point and line defects in the SAM on the interaction with TMA
was examined. Several experimental studies emphasised the role of defects as nucleation
sites for ALD precursor molecules [93, 95]. The aluminium oxide ALD process was even
used to visualise defective sites in the SAM at 333 K [76]. The aluminium oxide nucleated
at the defective sites, while the amount deposited on the surface of the SAM was minimal.
Moreover, the deposition did not introduce new defects. In contrast, Avila et al. [95] ascribe
the breakdown of the SAM passivating properties to defect formation. This argument was
also formulated by Hashemi et al. [96]. They developed a sequential regeneration technique
to restore the SAM layer after it gradually desorbed during the ALD process. Although a
different substrate and precursor were used, desorption might explain the TMA deposition
on a dodecanethiol passivated Au(111) substrate as well. Simulations of the effect of defects
on the barrier properties of the SAM will contribute to this discussion.
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4.4.1 Simulation set-up

Several point and line defects were introduced by selectively removing dodecanethiol mo-
lecules from a perfect monolayer. First, a new residue type was created for the defective
sites. The new residue contained nine substrate gold atoms, by analogy with the SAM
residue, but none of them is bonded to an alkanethiol molecule. In the input structure,
all backbones were at right angles to the surface and the conformation of all hydrocarbon
torsional angles was anti, as explained in the Structural model chapter. The input geo-
metry for a SAM at full coverage with a point defect equal to two missing dodecanethiols is
shown in Figure 4.11a. Point defects of various sizes were introduced in the middle of the
monolayer. The surface area of the defective sites always was approximately circular. In
this way, the simulations mimic an isotropically expanding pinhole. Circular point defects
ranging from one to six missing chains were created. Second, line defects were introduced
by removing one, two or three rows of dodecanethiol molecules. Since complete rows were
deleted, infinite line defects were simulated by the application of pbc, by analogy with the
missing rows on SAM domain boundaries [74, 76].

(a) SAM input structure with two missing
dodecanethiol molecules.

(b) Equilibrated SAM structure at 400 K
with two missing dodecanethiol molecules.

Figure 4.11

The energy of the input geometry was minimised and equilibration runs of 100 ps
were performed. All defective sites were simulated at 400 K. After equilibration of the
monolayer, 54 TMA molecules were added and a second equilibration run was performed
to assign new particle velocities according to the Maxwell-Boltzmann distribution function
at 400 K. The two equilibration runs are necessary due to the following reasons. The
first run serves to adopt a realistic SAM conformation at 400 K before the TMA gas is
added. After the energy minimisation, the dodecanethiol backbones are still perpendicular
to the surface. As a result, the defective sites are not yet covered by the surrounding SAM
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molecules. TMA molecules could possibly diffuse to the SAM-substrate interface in the
early moments of equilibration resulting in wrong conclusions. After the first equilibration
run, the defect is partly covered by neighbouring dodecanethiol molecules, as shown in
Figure 4.11b for a monolayer with two adsorbates removed, and the TMA molecules can
be inserted in the vacuum. The diffusion was investigated on a timescale of 50 ns.

4.4.2 Results

Penetration did not occur in monolayers with one or two deleted SAM molecules. However,
a TMA molecule diffused in the pinhole made by removing three dodecanethiol molecules
after 24 ns, as shown in Figure 4.12. The molecule remained in the monolayer for approx-
imately 160 ps, after which it returned to the vacuum. The diffusion was established by
visualising the trajectories in VMD. No TMA density was observed in the SAM layer on
the density profile, because only a limited number of TMA molecules, out of 54, entered the
monolayer for a short period of time during a 50 ns simulation. Hence, the TMA density
in the monolayer was levelled out. As expected, larger pinholes promoted more diffusion.

Figure 4.12: Image of a TMA molecule diffused in a defect made by removing three do-
decanethiol molecules with Au, S, C, H and Al atoms in pink, yellow, cyan, white and red
respectively.

Removing one row of dodecanethiol molecules did not promote diffusion. Line defects
made by removing two and three rows in the SAM resulted in frequent diffusion with
large peaks in the density profiles, as shown in Figure 4.13. The first peak at 0.975
nm corresponds to an aluminium position near the first and second carbon atoms of the
dodecanethiol SAM. The latter two peaks were explained in the previous section in the
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context of Figure 4.10a. The TMA molecules cluster on top of the SAM surface or diffuse
to the interface, because the neighbouring dodecanethiol molecules tilt to cover the defect.
Therefore, once a TMA molecule penetrated the SAM, it is trapped at the interface until
the neighbouring SAM molecules untilt and TMA can diffuse back to the vacuum volume.

Figure 4.13: Density profile corresponding to TMA diffusion in a SAM with two missing
rows.

4.4.3 Discussion

Whereas TMA penetrates into a pinhole of three missing chains, it does not penetrate into
pinholes made by deleting one or two dodecanethiol molecules during the 50 ns simulations.
This raises the question whether small defects can influence the passivation properties of
the SAM layer. First, the errors induced by the force field need to be ruled out. The TMA
- alkane interaction was based on DFT calculations, but the TMA - TMA interaction was
not. Due to the high density and high epsilon vdW parameter of aluminium, the formation
of TMA clusters was observed. Hence, the influence of varying the TMA - TMA attraction
on the diffusion process was investigated. The Al− CTMA and Al− HTMA ε values were
halved from 5.25 kJ/mol and 3.54 kJ/mol to 2.63 kJ/mol and 1.77 kJ/mol respectively.
The TMA - TMA interaction is now equal to that of one TMA molecule and three SAM
end groups.

The reduced TMA-TMA interaction generated diffusion. TMA molecules penetrated
the pinhole formed by two missing dodecanethiol molecules, as shown in Figure 4.14a,
and the line defect introduced by deleting one full row in the SAM. A TMA molecule
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diffused halfway through the monolayer in the smallest point defect, made by removing
one dodecanethiol molecule, but did not reach the SAM-Au interface, because the interface
was covered by a neighbouring dodecanethiol molecule, as shown in Figure 4.14b.

(a) Image of a TMA molecule diffused in a
defect made by removing two dodecanethiol
molecules with Au, S, C, H and Al atoms in
pink, yellow, cyan, white and red respect-
ively.

(b) Image of a TMA molecule diffused
halfway a defect made by removing one do-
decanethiol molecule with Au, S, C, H and
Al atoms in pink, yellow, cyan, white and
red respectively.

Figure 4.14

Second, the diffusion was simulated at 600 K using the original vdW interaction para-
meters. The TMA molecules were not able to penetrate the monolayer, although a frequent
interaction with the surface of the SAM was observed. The defective site was always covered
by the neighbouring dodecanethiol molecules.
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Chapter 5

Conclusions and outlook

The goal of this thesis was to investigate the interaction of trimethylaluminium molecules
with a dodecanethiol self-assembled monolayer on Au(111). SAMs are used for the se-
lective passivation of surfaces in the context of area-selective deposition. Nevertheless, an
uninhibited growth of an aluminium oxide film by the ALD process on a dodecanethiol
passivated Au(111) substrate was experimentally observed [95]. Since the experiments
did not resolve the mechanism for TMA deposition, molecular dynamic simulations were
performed to examine the SAM passivating properties on a molecular scale.

First, simulations at different temperatures between 200 K and 600 K were performed
to evaluate the thermal stability of the monolayer conformation, because a reduction of
the SAM passivating properties with increasing temperature was experimentally observed
[95]. At 200 K, a dense and perfectly ordered monolayer is formed, characterised by all-
trans hydrocarbon backbones, an average tilt angle of 37.00◦±0.38◦ and two discrete twist
angles. Increasing the temperature resulted in reduced tilt angles and broadening of the
tilt angle distribution. Gauche dihedrals in the hydrocarbon backbones, first at the end
groups and starting from 500 K also in the middle of the SAM, and various twist angles
were observed. In general, more ordered conformations were obtained as compared to
previous MD studies, where less uniform force fields were used [69, 70, 71].

A continuous phase transition from an ordered SAM at 200 K to a disordered monolayer
at 600 K is observed, as predicted by Bhatia et al. [71]. Position restraints on the alkane-
thiol headgroup, as applied in this work, obstruct the melting of the monolayer resulting in
a continuous phase transformation. Analogous simulations without position restraints on
the sulphur atoms could be performed to confirm this conclusion and elucidate the exact
melting temperature of the SAM.

Second, the penetration of gold atoms in the SAMs was examined at 200 K, 300 K
and 600 K. Gold atom penetration in an alkanethiol monolayer was described by several
experimental groups, but the mechanism of diffusion is not yet resolved [84, 85, 87]. Ten
gold atoms were added to the vacuum and 100 ns simulations were run in order to in-
vestigate the presence of intrinsic diffusion channels in the monolayer [92]. No diffusion
of the gold atoms in the monolayer was observed, in line with a previous MD study on a
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similar system using the UFF force field [89]. The authors modified the UFF force field
to obtain a better agreement with DFT results, but the observations made in this thesis,
based on the more accurate OPLS and GolP force fields, question this approach. Even
at 600 K, when the system is characterised by a disordered monolayer and high thermal
energies, no penetration was observed. Nevertheless, it is still possible that the simulation
time of 100 ns is too short to observe diffusion. A more general conclusion could be drawn
by performing an umbrella sampling, which could quantify the potential energy barrier for
diffusion.

A second explanation for the atomic diffusion in SAMs is based on a headgroup hopping
mechanism [90]. The formation of dynamic diffusion channels could not be investigated
in this thesis due to the position restraints on the dodecanethiol headgroups. It would be
interesting to test this hypothesis by simulating the gold atom diffusion in a monolayer
without position restraints.

Third, the diffusion of TMA molecules in a perfect SAM at 400 K and 600 K was
investigated. In order to perform the simulations, the OPLS force field as implemented
in Gromacs was extended. Even for a very high TMA partial pressure (used in order
to enhance the diffusion), no penetration was observed. This was expected based on the
results from the gold diffusion. The TMA molecules formed clusters on top of the SAM
surface. The umbrella sampling method could again provide more information on the
probability of the diffusion process. Umbrella sampling calculations were started, but the
study is not yet finished.

Finally, various point and line defects were introduced in the SAM by removing alkane-
thiol molecules from the fully packed SAM structure. Upon removal of two alkanethiol
molecules, TMA penetrated in the monolayer and diffused to the Au-S interface, where
reaction might occur. Hence, small point defects in the SAM may act as nucleation sites
for aluminium oxide deposition. DFT calculations could be performed to elucidate the
reactivity of TMA at the interface. Will the monolayer be replaced by an aluminium oxide
film, as suggested by Avila et al. [95], or will the film grow on top of the monolayer, as
hypothesised by Preiner et al. [76]?

A flat, perfect Au(111) substrate was examined, despite experimental observations
of various rearrangements, in the assumption that the structure of the interface does not
influence the hydrocarbon density in the SAM. As the probability of diffusion was tested in
this thesis and not the processes occurring at the gold-SAM interface, the approximation of
a flat surface is acceptable. Nevertheless, simulations of the adatom model could shed more
light on the role of the interface structure on the diffusion. In addition, a computational
study of the SAM passivation of an industrially more relevant substrate, such as copper,
has not been performed yet. The passivation of a copper substrate by an alkanethiol SAM
was experimentally investigated in the group of prof. Delabie. Octadecanethiol molecules
were found not to inhibit the aluminium oxide ALD process on a copper substrate (by
analogy to Au(111)), but this observation was not explained.

Further research is needed to elucidate the role of defects in the diffusion of other
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ALD precursor molecules as well as the impact of the ALD precursor. Avila et al. [95]
suggested that diethylzinc molecules align with the SAM backbones, which increases the
monolayer density and therefore enhances the passivating properties towards later cycles,
but they were not able to prove it. If so, the selectivity of AS-ALD could be improved
by optimising the ALD precursor ligands. On the other hand, the titanium dioxide and
tin oxide growth were not equally inhibited, despite having similar precursor molecules.
Corrosion passivation studies suggested that the reactivity of the alkanethiol SAM on
Au(111) is more important than the defectivity of the monolayer in order to resist corrosion
[33]. MD and DFT studies could test the validity of this hypothesis in the context of AS-
ALD.

From an experimental point of view, there are several interesting questions to be
answered. A detailed study of the SAM degradation and possible reactions with pre-
cursors during the ALD process has not been performed yet. By altering the end groups of
the SAM, a myriad of chemical and physical properties can be achieved [29]. A variety of
SAMs has been deposited and characterised [26, 31, 149]. The efficiency of AS-ALD would
benefit from a consistent study of the barrier properties of different monolayers towards
the ALD process [13, 24, 96]. Finally, although the AS-ALD technique was successfully
tested for several ALD processes on micrometre sized substrates [25, 96], the performance
on nanometre scale is unclear. The edge sharpness and concentration of defects near the
edge of the SAM pattern need to be investigated in order to develop the high quality
patterns required for the application of AS-ALD in the semiconductor industry [24].
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Appendix A

Figures

A.1 TMA charges

(a) Equilibrium geometry of a TMA mo-
lecule with the atomic MK charges indic-
ated.

(b) Equilibrium geometry of a TMA mo-
lecule with the atomic ChelpG charges in-
dicated.

Figure A.1
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A.2 Temperature dependent SAM conformations

(a) Top view of the monolayer at 200 K. (b) Top view of the monolayer at 300 K.

(c) Top view of the monolayer at 400 K. (d) Top view of the monolayer at 500 K.

(e) Top view of the monolayer at 600 K.

Figure A.2: Top views of the SAM at various temperatures.
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A.3 Dihedral distribution function

Figure A.4: Distribution of C-C-C-C torsional angles at various temperatures.
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(a) Side view of a monolayer at 200 K. (b) Side view of a monolayer at 300 K.

(c) Side view of a monolayer at 400 K. (d) Side view of the monolayer at 500 K.

(e) Side view of a monolayer at 600 K.

Figure A.3: Side views of the SAM at various temperatures.
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A.4 Average fraction of anti-periplanar torsional angles

Figure A.5: Time evolution of the average C-C-C-C trans fraction at 600 K. Since the
average does not change, the system is fully equilibrated.
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Appendix B

TMA vibrational frequencies

Table B.1: TMA vibrational frequencies calculated by DFT and MM.

DFT MM DFT MM DFT MM
(cm−1) (cm−1) (cm−1)

18.47 11.19 639.08 593.35 1452.76 1737.61
18.47 11.30 714.69 614.02 1454.81 1737.61
44.56 21.89 755.64 702.25 3002.64 3003.48
165.45 70.87 755.64 702.81 3002.64 3003.48
165.45 165.45 1230.20 1449.77 3004.38 3004.40
179.15 165.62 1230.20 1450.23 3057.48 3110.17
513.73 513.95 1232.43 1450.25 3057.48 3110.31
553.78 589.45 1449.30 1736.96 3057.56 3110.31
553.78 589.53 1449.30 1737.05 3086.25 3110.72
590.25 590.26 1451.07 1737.05 3086.63 3111.10
639.07 593.31 1452.76 1737.19 3086.63 3111.11

86



Appendix C

Parameter files

C.1 Parameter file for the energy minimisations

; Run parameters

define = -DPOSRES ; places position restraints on the S and Au atoms

integrator = steep ; the steepest descent minimisation method was used

nsteps = 1000000 ; maximum number of minimisation steps

emtol = 1 ; If the force is lower than 1 kJ/mol nm, convergence is reached.

pbc = xyz ; Periodic boundary conditions in three dimensions

; Cut-offs

cutoff-scheme = Verlet ; scheme for generating the neighbour lists

ns_type = simple ; all atoms are checked to construct the neighbour list

nstlist = 10 ; the neighbour list is updated at every energy calculation

coulombtype = PME ; Particle Mesh Ewald is used for long-range electrostatics

C.2 Parameter file for the equilibration runs

; Run parameters

integrator = md ; leap-frog integrator

nsteps = 100000 ; the total simulation time equals 100 ps

dt = 0.001 ; 1 fs time step

continuation = no ; first dynamics run

constraints = none ; no constraints

define = -DPOSRES ; places position restraints on the S and Au atoms

pbc = xyz ; Periodic boundary conditions in three dimensions

; Output control
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nstxout = 1000 ; coordinates are saved every 1.0 ps

nstvout = 1000 ; velocities are saved every 1.0 ps

nstenergy = 1000 ; energies are saved every 1.0 ps

nstlog = 1000 ; log file is updated every 1.0 ps

compressed-x-grps = System ; write everything to a compressed trajectory file

; Cut-offs

cutoff-scheme = Verlet ; scheme for generating the neighbour lists

ns_type = grid ; Only atoms in neighbouring grid cells are checked

to construct the neighbour list

rlist = 1 ; neighbour list cut-off distance (nm)

rcoulomb = 1 ; electrostatic cut-off distance (nm)

rvdw = 1 ; van der Waals cut-off distance (nm)

coulombtype = PME ; Particle Mesh Ewald is used for long-range electrostatics

pme_order = 4 ; cubic interpolation

fourierspacing = 0.16 ; maximal gridspacing for Fourier transformation in PME

DispCorr = EnerPres ; long-range dispersion corrections for the energy

and pressure are requested

; Ensemble information

tcoupl = V-rescale ; thermostat

gen_seed = -1 ; the stochastic term is based on a random seed

tc-grps = system ; the whole box is coupled to the external heat bath

tau_t = 0.1 ; time constant (ps)

ref_t = 200 ; reference temperature (K)

pcoupl = no ; no barostat is requested

gen_vel = yes ; initial velocities are assigned according to the

Maxwell-Boltzmann velocity distribution function

gen_temp = 200 ; reference temperature for the Maxwell-Boltzmann

velocity distribution function

An analogous parameter file was used for the production runs, but the velocities and
coordinates were read from the output file of the equilibration run (continuation = yes and
gen vel = no). In addition, the simulation time and time steps to save the outputs were
increased.
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Appendix D

Scripts

D.1 Script to multiply the repeat unit

inputfile = input("Enter repeat unit file: ")

if len(inputfile) == 0:

inputfile = "unitcell.pdb"

x = input("Enter amount of x duplications: ")

xx = int(x)

y = input("Enter amount of y duplications: ")

yy = int(y)

input = open(inputfile,’r’)

xvalues = list()

yvalues = list()

zvalues = list()

element = list()

atomtype = list()

for line in input:

if line.startswith(’ATOM’) == True:

word = line.split()

atomtype.append(word[2])

xvalues.append(word[5])

yvalues.append(word[6])

zvalues.append(word[7])

element.append(word[10])

newxvalues = list()

newyvalues = list()

newzvalues = list()

newelement = list()

newatomtype = list()

newresidue = list()
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# multiplication of the unit cell

import math

scheiding = 1.5*math.sqrt(3)*2.88375

counter = 0

resnr = 0

for ordinaat in range(yy):

for abcis in range(xx):

for coord in yvalues:

yval = float(coord)

newyvalues.append(yval + ordinaat*scheiding)

dummy = xvalues[counter]

newxvalues.append(float(dummy) - 1.5*2.88375*ordinaat + abcis*3*2.88375)

if atomtype[counter] == "C8":

resnr = resnr + 1

newresidue.append(resnr)

else:

newresidue.append(resnr)

counter = counter + 1

counter = 0

newzvalues = newzvalues + zvalues

newelement = newelement + element

newatomtype = newatomtype + atomtype

#making the lattice cubic instead of hexagonal

def cubism():

teller = 0

for coordinate in newxvalues:

if coordinate < 7.208:

newxvalues[teller] = newxvalues[teller] + 3*xx*2.88375

teller = teller + 1

#writing the file

cubism()

name = "_Au_" + x + "x" + y + ".pdb"

file = open(name,"w")

file.writelines("TITLE " + name + "\n")

for nummer in range(len(newxvalues)):

c = counter + 1

file.write("ATOM ")

file.writelines("%4d %3s"% (c,newatomtype[counter]))

file.write(" SAM A ")

file.writelines("%3d %3s %7.3f %7.3f %7s"% (newresidue[counter]," ",
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newxvalues[counter],newyvalues[counter],newzvalues[counter]))

file.write(" 1.00 0.00 ")

file.writelines("%2s %s"% (newelement[counter],"\n"))

counter = counter + 1

file.write("END")

file.close()

D.2 Script to generate the position restraints file

x = input("Enter amount of x duplications: ")

xx = int(x)

y = input("Enter amount of y duplications: ")

yy = int(y)

totalsams = xx*yy*3

name = "posre.itp"

file = open(name,"w")

file.writelines("[ position_restraints ]\n")

for nummer in range(totalsams):

for nr in range(10):

nr = nr + 1 + 47*nummer

file.writelines("%6d"% (nr))

file.writelines(" 1 500000 500000 500000\n")

file.close()

D.3 Script to generate the position restraints file for

a defective monolayer

x = input("Enter amount of x duplications: ")

y = input("Enter amount of y duplications: ")

totalsams = int(x)*int(y)*3

res = input("Enter the amount of missing residues: ")

set=set()

for nr in range(int(res)):

misres = input("Enter number of missing residue: ")

set.add(int(misres)-1)

nrres = 0

#writing the file

name = res + "posre.itp"

file = open(name,"w")

file.writelines("[ position_restraints ]\n")

for nummer in range(totalsams):
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if nummer in set:

for nr in range(9):

nr = nr + 1 + 47*(nummer-nrres) + 9*nrres

file.writelines("%6d"% (nr))

file.writelines(" 1 500000 500000 500000\n")

nrres = nrres + 1

else:

for nr in range(10):

nr = nr + 1 + 47*(nummer-nrres) + 9*nrres

file.writelines("%6d"% (nr))

file.writelines(" 1 500000 500000 500000\n")

file.close()

D.4 Script to change the TMA - propane distance

inputfile = input("Enter file with TMA-propane configuration: ")

if len(inputfile)==0:

inputfile = "boxedTMApropane.gro"

input = open(inputfile,’r’)

xvalues = list()

yvalues = list()

zvalues = list()

atomtype = list()

number = list()

newzvalues = list()

for line in input:

if line.startswith(’ 1TMA’) == True:

word = line.split()

atomtype.append(word[1])

number.append(word[2])

xvalues.append(word[3])

yvalues.append(word[4])

zvalues.append(word[5])

for coordinate in range(len(zvalues)):

coord = coordinate + 1

zval = float(zvalues[coordinate])

if coord > 13:

zval = zval + 0.005

newzvalues.append(zval)

else:

newzvalues.append(zval)

name = "newTMApropane.gro"
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file = open(name,"w")

file.writelines("TITLE " + name + "\n")

counter = 0

for nummer in range(len(xvalues)):

c = counter + 1

file.write(" 1TMA ")

file.writelines("%3s %4d"% (atomtype[counter],c))

file.writelines("%8s %7s %7.3f"% (xvalues[counter],yvalues[counter],

newzvalues[counter]))

file.writelines("\n")

counter = counter + 1

file.write(" 5.00000 5.00000 5.00000 ")

file.close()
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