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Summary

Recent-event working memory (RE-WM) is defined as that part of the brain that is
responsible for making decisions based on recent events. It thus represents a combi-
nation of short-term memory and decision making. The hippocampus (HC), localised
deep in the temporal lobe of the human cortex, is a highly specialised brain structure
that has been associated with learning and memory since the early 50s. Previous
hippocampal research in rodents revealed that during short pauses in locomotion the
overall activity of hippocampal cells slows down significantly. However, during short ap-
proximately 50 ms long episodes in the break, the HC again strongly increases its activ-
ity when high amplitude, high frequency oscillations called sharp-wave ripples (SWRs)
occur. The cells that become predominantly active are the same cells that also fire
during previous experiences, even in the same temporal order. The re-expression of
neural activity patterns strongly suggests a role for learning and memory and for that
reason the reactivations are also referred to as memory-trace reactivations or replay.
Awake replay has been suggested to be important for short-term memory and decision
making. In addition to this Jadhav et al. demonstrated a drop in learning speed of
a short-term spatial memory based rule when awake SWRs are disrupted in rodents,
strongly suggesting a causal link between awake replay and decision making based
on short-term spatial memories. This project wants to test the specific hypothesis that
awake hippocampal replay has a decisive role in short-term memory and decision mak-
ing (RE-WM) without any involvement of learning. For this we use extra-cellular record-
ings and closed-loop electrical disruption of hippocampal SWRs in freely-moving rats.
The rats perform a RE-WM task (win-shift paradigm) on the 8-arm radial maze. The
data presented come from one rat that had a functional stimulation wire and good qual-
ity signals.

To optimise the protocol, unequal angles between the 8 arms of the radial maze
were introduced which postponed the development of complete stereotypical arm choice
behaviour (e.g. clockwise strategies) but did not prevent it. Throughout the whole ex-
periment the rat showed a high arm-pick bias for one or two arms. In the beginning of
the experiment, arms changed every trial but since this appeared to be to difficult to
learn for the animals eventually the arms were changed only every daily session.
Behavioural analysis with this protocol showed that the rat had a higher average perfor-
mance than a simulated random-choice rat showing that it did not pick arms randomly.
The rat was also observed to spend more time on the reward and platforms site with
increasing arm visits but not across performance levels.
Electrophysiological analysis did not reveal any significant link between behaviour and
ripple rate, possibly due to a lack of engagement in the task. However, the number of
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ripples did increase with increasing visits, mirroring the similar increase in time spent
on the reward site. The number of ripples did not vary across performance levels.
Based on these observations we propose two different roles for replay in RE-WM. It is
possible that replays during reward site and platform visits represent the consolidation
and retrieval of previous arm visits. On the other hand our data also suggests that
replays might represent the possible future choices. Further analysis should provide
more clarity. In both models, SWR disruption should effect RE-WM and thus the trial
performance.

In the last part of the experiment closed-loop disruption of hippocampal SWRs was
performed using an electrical stimulation of the ventral hippocampal commisurre. After
long training on the previous configuration, the rat used a counterclockwise strategy to
solve the task, a strategy that does not rely on RE-WM. A different maze configuration
(equal angles between the arms) was recognised by the rat as a different environment.
On this maze the rat did not use the counterclockwise strategy anymore to solve the
task which allowed us to continue the experiments.
No performance deficit nor running speed difference was observed between trials with
ripple disruption and stimulated control trials. In stimulated control trials stimulation
occurred 100-250 ms after ripple detection to control for the effect of electrical stimu-
lation alone. It is currently unclear why no performance deficit was observed. Possibly
the arm-pick preference decreased the RE-WM load and therefor also the need for
SWRs and co-occurring replay to solve the task. However, the time spent at reward
and platform showed a negative correlation with increasing visits only when ripples
were disrupted. More time at the rewards site implies more ripples. If ripples represent
possible future choices, the additional time spent at the reward site due to ripple dis-
ruption might represent an increased level of uncertainty of the rat concerning its next
arm choice.

Awake hippocampal replay during SWRs, has been causally linked to the learning
of a short-term memory based rule. In addition to this our results suggest a role for
awake replay to execute the rule, i.e. RE-WM, either by consolidating and retrieving
recent events or by evaluating possible future choices. Closed-loop disruption of awake
hippocampal SWRs did not impair RE-WM performance, likely because the rat could
use stereotyped solving strategies that decreased the RE-WM load, but did seem to
increase the rats uncertainty concerning its next arm choice. This hints for a causal link
between awake hippocampal replay and RE-WM. In the future a version of the win-shift
paradigm where performance is not influenced by stereotyped behaviour might provide
more clarity on the role of awake hippocampal replay in RE-WM.
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Chapter 1

Introduction

The brain consists of about 86 billion cells and can be considered to be one of the most
complex organs of the human body [4]. The first scientists that spent their careers ex-
ploring its anatomy and function had very different backgrounds: medicine, physics,
biology, chemistry or mathematics. Soon it became clear that collaborative research
amongst these would be necessary to unravel the mysteries of the brain and for that
reason a new interdisciplinary scientific field emerged: neuroscience. The name be-
came official after the foundation of the Society of Neuroscience in 1970.
The experiments reported here are performed in the laboratory NERF, Neuro-Electronic
Research Flanders. This neuroscience laboratory, empowered by imec, KULeuven en
VIB, promotes collaborative, interdisciplinary brain research. It develops innovative
neurotechnologies and novel experimental assays that can link activity in neuronal cir-
cuits with mental function. Neuronal circuits that establish spatial memory are the focus
of this project.

Fascination for the brain is not as new as the name for the corresponding science.
Already 7000 years ago people drilled holes in the skull and judging from the precision,
clearly with the intention to cure and not to kill. A remarkable observation people made
back then was that depending on where the hole was drilled, different things happened
to the patient. For example, blindness emerged after damage to the back of the skull
or motor function impairments were observed when there was damage to the top of
the head. Now it is understood that the brain can be divided in different areas, each
responsible for a separate function of the human body.
Another remarkable feature of the brain is that it never stops changing. In addition to
growing like the rest of our body, the connections between brain cells are constantly
modified depending on encountered events. In other words, the brain changes based
on experience. The past 70 years of neuroscience research have indicated that this
constant modification is the key to remembering and learning new information or skills
[51]. Re-experiencing a certain event enough times causes the neurons in the brain
to form corresponding new connections and this allows the brain to reproduce or recall
that experience in the future. Repetition thus seems to be the key to memory.
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CHAPTER 1. INTRODUCTION 2

Figure 1.1: Similar organisational principle of a rat (left) and human (right) brain [114].

There are many different things that can or have to be remembered by our brain.
Unfortunately, the memory space is not infinite and new information that comes in to
the brain has to be processed and filtered so that only the necessary information gets
stored. A healthy brain does this very efficiently and makes sure that all stored infor-
mation can be accessed when a particular function requires it.
Navigation is one of those functions. Remembering where to go, recognising where
you are, estimating how far you still have to go, etc., all rely on memory, or more
specifically, spatial memory. Spatial memory is often used to guide you through an
environment. Memories that are used to execute daily tasks are referred to as work-
ing memory (WM). There are several types of WM categorised based on the type of
memory used and the task to be executed. When the brain uses a very recent spatial
experience to make navigational decisions, the working memory is named recent-event
working memory (RE-WM) [25]. Think about all those times that you searched some-
thing that you had lost. Spontaneously, your brain helps you to remember the places
that you already searched to prevent you from going there again. The results of this
project help to understand the neural activity and circuits behind RE-WM.

Most of what we know from the brain comes from animal research. This is because
the techniques that provide direct access to neural activity are still too invasive for use in
healthy humans. Rodents are used very often in memory research and the brain region
mostly focussed on is the hippocampus (HC). Localised deep in the temporal lobe of
the human cortex, the HC is a highly specialised structure that has been associated
with learning and memory since the early 50’s. Its internal structure is very similar
across almost all mammalian brains, which explains why so much memory research is
conducted using rodents. The location of the HC in a rat and human brain is shown
in figure 1.1. Understanding its precise function is still one of the important challenges
for the future. Important because failure of the hippocampal circuits is associated with
pathological conditions such as Alzheimer’s disease [121] [50] [87], sleep disorders [7]
[110] and epilepsy [5] [55].
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Figure 1.2: Hippocampal ripples conserved
across mammals. Illustrative ripples recorded from
different species [19].

Very interesting observations were
made when arrays of wires, capable of
recording neuronal activity, were inserted
in the HC of a rat when it freely explored
an environment. Short pauses in loco-
motion caused the overall activity of the
hippocampal cells to slow down signifi-
cantly. However, during short approxi-
mately 50 ms long episodes in the break,
the HC again strongly increased its activ-
ity in high amplitude, high frequency os-
cillations called ripples occurred (see fig-
ure 1.2). Deeper analysis revealed that
the hippocampal cells are not activated
randomly during ripple events. The cells
that become predominantly active are the
same cells that also showed high activity during the preceding exploration [90]. Fur-
thermore, cells active in both exploration and resting periods are activated in the same
relative temporal order [106]. The hippocampus thus shows the same activity pat-
tern of a certain event during a subsequent resting period as if it uses that time to
re-experience that previous event again. The re-expression of neural activity patterns
strongly suggests a role for learning and memory and for that reason the reactivations
are also referred to as memory-trace reactivations or replay [67] [43]. A direct causal
link with learning was recently established in a project from Jadhav et al. in which rats
exhibited an impaired spatial learning when memory-trace reactivations were artificially
blocked [58]. The real-time detection and disruption of memory-trace reactivations is
referred to as closed-loop perturbation of hippocampal replay.
Apart from contributing to a learning process, memory-trace reactivations during short
breaks could also be used by the hippocampus to make a recent-experience motivated
decision. This is exactly what a RE-WM function of the hippocampus would entail.

In this thesis closed loop perturbation of awake hippocampal SWRs is used to in-
vestigate a causal link between replay and RE-WM in rats. The experimental setup is
similar to the experiment from Jadhav et al. ([58]) except that perturbation occurs after
the rats have learned a spatial task. In this way we solely investigate the role of replay
in RE-WM and not in learning.
The next chapter introduces the field of rodent hippocampal memory research. It dis-
cusses briefly the techniques used for extracellular recordings in freely moving animals
and basic anatomical and electrophysiological features of the rodent hippocampus.
The last part focusses in more detail on the recent research concerning the function of
awake hippocampal replay. Chapter 3 provides a detailed overview of the experimen-
tal approaches and techniques that are used. Chapter 4 and 5 present and discuss
the results. The first part of these chapters characterise the behaviour of the rat in
a RE-WM task and the link with its hippocampal activity. The last parts present and
discuss the behavioural effect of closed-loop perturbation of hippocampal replay. A last
we propose new ideas for future research and conclude our findings.



Chapter 2

Background information

2.1 Recording from the brain

2.1.1 Historical introduction

Like many revolutionary discoveries, the legend goes that the electrical nature of our
nervous system was discovered by accident. The assistant of the Italian physician Luigi
Galvani (1737-1798) unintentionally touched an exposed nerve in a dead frog (the sci-
atic nerve) which triggered, to the highest surprise of both, a movement of the frog’s
leg as if it were back alive. Galvani presumed that the movement of the muscle was
caused by electrical interactions and he named this intrinsic property animal electricity
[20]. In 1791, he published De Viribus Electricitatis in Motu Musculari Commentarius
and together with the work of other revolutionary people like Emil de Bois-Reymond,
the nervous system became understood as a complex network of neural wires con-
ducting electricity from and towards the brain 1.
However, science had to wait for the work of the German neurologist Franz Nissl and
the Italian histologist Camillo Golgi in the late nineteenth century to finally ’literally’ see
the real nature of those neural wires [8]. They developed independently from each
other two techniques that enabled the visualisation of individual brain cells (see figure
2.1b and 2.1c). Thanks to the work of the Spanish anatomist Santiago Ramón y Cajal,
who spent 25 years of his life unravelling these beautiful stainings of brain tissues, we
now know that cell theory 2 also applies to the nervous system and this became known
as the neuron doctrine. More precisely, Cajal suggested that the nervous system is a
complex network made up of individual, discrete electrically active cells (neurons) to-
gether with several different supporting glial cells (e.g. astrocytes and microglia), that
all communicate with each other via specialised contact points (synapses) and thereby
transfer information throughout the whole body. Figure 2.1d shows one of Cajal’s fa-
mous drawings.
The understanding of how neurons produce and conduct electrical signals was re-
warded with the Nobel price for physiology in 1963 awarded to Andrew Fielding Huxley

1Previously, famous scientists like the anatomist Andreas Vesalius and the French philosopher and
mathematician Réné Descartes believed that the nervous system formed a continuous reticulum with
the brain pumping an electrically active fluid around the body, similar to the circulatory system, where
blood circulates through the body by the pumping of the heart.

2for review on cell theory see [71].
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(a)
(b) (c) (d)

(e) (f)

Figure 2.1: Overview of major steps in neuroscience a) Schematic representation of the experiment
of Luigi Galvani showing legs of a frog with the upper part dissected, C and Z represent copper and zinc
wires respectively. When C and Z are connected the legs move as if the frog were alive. b) Example
of a Nissl stain from a brain slice. The dark spots represent the cell bodies of the neurons. c) Example
of a golgi stain from a brain slice. This stain allows the visualisation of neurons as a whole; cell body
and neurites. d) Famous drawing of Santiago Ramón y Cajal where he identified the different cell types
and cell layers in the human cortex. e) Results of the experiments of Hodgkin and Huxley from 1939-
1945. On the left a photomicrograph of an electrode inside a squid giant axon (diameter 500µm). Two
views of the same axon are visible from an ingenious system of mirrors devised by Huxley. This allowed
simultaneous viewing of the electrode from both front and side and was essential to avoid the electrode
damaging the nerve membrane as it was threaded down the axon. On the right the first intracellular
recording of an action potential (=neural signal). The sine wave time marker has a frequency of 500 Hz.
f) Tetraplegia patient implanted with a 96-microelectrode array (4 x4 mm) in the primary motor cortex.
This allowed the patient to perform basic tasks such as opening an email and operate devices such as a
television or radio. On the left an MRI of the brain of the participant indicating the location of the implant
(image taken before the implantation). (Figures a) to f) reproduced from [116], [49] [56] [102] [53])
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and Alan Lloyd Hodgkin for their discoveries concerning the ionic mechanisms involved
in excitation and inhibition in the peripheral and central portions of the nerve cell mem-
brane [102]. Hodgkin and Huxley isolated the giant axon of a long-finned squid (Loligo
forbesi) and by recording (and controlling) its electrical activity they came up with a
first mathematical model for neural activity [54]. These series of experiments clearly
showed that direct recordings of neural activity provide fundamental information about
the physiology of the brain.
Modern technology has now evolved to allow electrical recordings of individual neu-
rons in unrestrained animals and even humans. These kind of in-vivo experiments
allow to correlate electrical patterns directly with behaviour and even allow to interfere
with the neural activity to establish a direct causal link or even have clinical applications
(see figure 2.1f). In the remainder of this section we will shortly introduce the in-vivo
techniques after providing a bird’s-eye view of the fundaments of our beautiful nervous
system.

2.1.2 Neurons and electricity

Golgi stains of brain slices reveal that neurons have two clearly distinguishable parts:
a central part containing the cell nucleus (cell body, soma or perikaryon) and thin tubes
extending radially from the cell body (neurites), see figure 2.2a. These neurites can
be divided in two groups: dendrites and axons. Dendrites branch heavily when they
originate from the soma and together form a large dendritic tree. They are covered with
many synapses, highly specialised membrane structures that enable signals to transfer
from one neuron to another. As a result the dendritic tree receives many signals from
other cells and thus serves as the antenna of the neuron. The axon serves as a wire to
conduct signals from the soma all the way to the presynaptic site to transfer information
from one neuron to the next. The axon size in humans varies a lot, from < 1 mm to
>1 m in length and from 1 µm to 25 µm in diameter. Dendrites are generally much
shorter, up to 2 mm, suggesting different conduction mechanisms for neural signals in
dendrites and axons [9].
When an excitatory input is given at the synapse on a dendritic branch, this is gen-
erally a neurotransmitter released from the presynaptic cell (e.g. glutamate or acetyl-
choline) that binds to its receptor on the postsynaptic cell, the postsynaptic cell mem-
brane depolarises due to an influx of sodium ions (Na+) through dedicated channels.
This excitatory post-synaptic current generates an excitatory post-synaptic potential
(EPSP) across the cell membrane that passively travels all the way down to the soma.
There it gets summed (spatially and temporally) with EPSPs from other synapses and
branches, eventually leading to a depolarisation of the initial segment of the axon, the
axon hillock. When this depolarisation passes a threshold, the sodium channels from
the axon hillock open and due to the specific membrane properties of the axon this
initiates an action potential (AP). Figure 2.2b shows this process schematically.
An AP is a short characteristic (∼ 2 ms) depolarisation/repolarisation of the axon mem-
brane that actively travels (constantly reinforced) down the axon length and the rate at
which these action potentials are fired (i.e. initiated from the axon hillock) represents
the response of the neuron to the input signals. Because both the EPSP and AP are
depolarisations/repolarisations of the membrane caused by influx and efflux of ions
between the extracellular and intracellular medium, the activity of a cell can be mea-
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(a) (b) (c)

Figure 2.2: Basic anatomy and physiology of a pyramidal neuron a) Golgi stain of a pyramidal
neuron in the parietal cortex of a rat brain, the arrow indicates the axon which disappears out of the
image plain. The inset is an enlargement of the boxed region showing an electron-microscopic image
of an individual axodendritic synaps (osmium stained). Both pre - and post-synaptic neuron are visible,
the former filled with synaptic vesicles containing neurotransmitters. b) a schematic representation of a
pyramidal neuron. Activation at the dendritic synapses create EPSPs (blue arrows) that travel all the way
down to the soma where they get both spatially and temporally summed. Above threshold depolarisation
of the intial segment of the axon creates an AP (red arrow) that travels down the axon membrane actively
towards other neurons. In the inset a schematic representation of an activated synapse triggering the
influx of sodium ions (Na+) into the post-synaptic cell. c) Comparison of an AP recorded from both
an intra- and extra-cellular measurement (see b)). The extra-cellular recording approximates the first
derivative of the intracellular AP. (source: In a. neuron [62], synaps [1], in b. recordings [52])

sured both intracellularly and extracellularly using recording electrodes. Figure 2.2c
shows both intracellular and extracellular measurements of an AP. Important to notice
is that the extracellular potential varies only within the range of 100 µV whereas the
intracellular potential varies with several tens of mV . However, intracellular recordings
cannot provide high throughput brain recordings as a single electrode only records the
activity of a single cell. High throughput brain recordings are necessary to analyse the
cooperation of neurons that establish functional neural circuits. Additionally, intracellu-
lar recordings are very challenging since puncturing the cell membrane increases the
chance for cell death. Notably, scientists recently succeeded to perform intracellular
measurements in a freely moving animal for about 20-60 min [66]. On the other hand
extracellular recording electrodes pick up signals from multiple surrounding cells and
have a lower risk to damage the cell. This increases the likelihood for more stable and
long term recordings of a large population of neurons. These advantages motivate the
usage of extracellular recordings for in-vivo applications.

2.1.3 Measurements in freely moving animals

Electrophysiological brain recording generally requires 3 connections to the animal
[111], see figure 2.3. The first is the ground lead. Usually this is a connection from
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Figure 2.3: Schematic representation of setup for extracellular recordings. There are three con-
tacts with the animal, the grounding electrode fixed to the skull, and the recording and reference elec-
trodes in the brain. To buffer and protect the signals they are sent to a nearby headstage where the
current is amplified but voltage held constant. Using a differential amplifier the common mode of the
reference and recording electrode is removed and the signal of interest can be sent to an analog-digital
converter. Between the brain an the headstage the signal must interface with the electrode tip through its
impedance and some of the charge that passed the tip is lost due to the dissipation across the electrode
insulation (not indicated in this scheme for simplicity). (Scheme modified from [111])

the skull to a Faraday cage and it minimises the interference from outside signals,
mainly the 50 Hz power-line. The remaining two are the recording electrode, inserted
in the soma of a cell for intra-cellular recordings or inserted in the region of interest
to pick up the desired extra-cellular signals, and a reference electrode. The reference
electrode is placed in such a way that it ideally picks up the same ’far field’ noise (e.g.
internal signals like chewing artefacts, heartbeat,...) as the recording electrode but not
the signal of interest. Using a differential amplifier the common mode of the reference
and recording signal is subtracted from the latter to increase the signal to noise ratio
significantly. In behaving animals both signals are first sent to an amplifier on a nearby
headstage which increases the current (but keeps constant voltage) in order to prevent
interference from the environment during conduction over the long tethers. The result-
ing combined signal can then be sent to an analogue-digital converter and computer
for recording and further analysis.
A single tungsten wire was one of the first metal micro-electrodes used in mammals

(before glass micro-electrodes were used) [57]. It was mainly chosen for its durabil-
ity and strength which allowed easy penetration of the protective brain membranes
(=meninges 3), especially the dura mater. Later tungsten was replaced by stainless
steel which showed less noise [46]. Using 80 µm stainless steel micro-electrodes the
first recordings in unrestrained mammals (California ground squirrel) got published.
These groundbreaking experiments by F. Strumwasser served as a proof of concept
and started a new era where scientists continuously search for new and better meth-
ods for in vivo experiments of unrestrained animals [107].

3There are three protective membranes surrounding the mammalian brain. From brain to outside:
pia mater, arachnoid membrane and dura mater.
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(a) (b)

Figure 2.4: Method for initial spike sorting. a) EM pictures of the crosssection of a stereotrode (top)
and tetrode (bottom). Insets provide the side view schematically, showing the twisting of the wires. To
make one stiff wire the insulation of the electrodes is heated. b) Cartoon showing the advantage of
multiple-electrode wires for spike sorting. The AP of one neuron has a different amplitude at different
electrodes as a consequence of diffusion through the extracellular space. This difference is characteris-
tic for each neuron as it depends on the origin of the signal (=position of the cell). Plotting the amplitude
of detected spikes from one electrode against another creates statistical clusters representing spikes
from a single neuron. (source: The stereotrode form [73] and tetrode from [94])

Nowadays the micro-electrodes used often consist of two (stereotrode) or four (tetrode)
isolated micro-electrode wires, twisted together and cut at a blunt angle at the bottom,
see figure 2.4a (initial designs for stereotrode and tetrode by [73] and [94] respectively).
The material used can vary amongst different labs with nichrome (nickel and chrome)
or polyamide coated iridium as the most popular choices. The main advantage of this
stereotrode/tetrode configuration is that the wires will pick up spikes from the same
neurons, as they are in very close proximity to each other, but all with a different am-
plitude (see figure 2.4b). Plotting the signal amplitudes picked up by the four wires
against each other results in the formation of statistical clusters of the neural data,
where each cluster can be interpreted as a group of spikes originating from the same
neuron.

Recording activity of individual cells is very informative. This also immediately
raises the question amongst scientists studying neural circuits how we can increase
the number of recorded cells. Recording the activity of over a hundred units can pro-
vide very direct evidence of communication and firing patterns in the neural network.
For this purpose several designs of hyperdrives have been developed. In short, a hy-
perdrive consists of a (plastic) holder with multiple micro-drives that carry the tetrodes
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and allow for lowering them into the correct spot in the brain. The hyperdrive with all
the micro-drives loaded is also referred to as a micro-drive array [111]. The lowering of
the electrodes starts after the implantation of the drive on the head of the animal and is
spread over several days or weeks to minimise the inflammatory reaction of the brain.
For an excellent review of the measures taken to minimise the tissue reaction see [93].
Hyperdrives with both manual and automatic micro-drives have been designed in which
lowering of the tetrodes happens manually with a screw driver or is steered by a rotary
motor respectively. The advantage of the automated version is that the animal does
not have to be restrained to move the tetrodes. The downside is that the drives are
heavier, which can limit the animal in its free movements, and are also quite costly. In
this project the manual Kloosterman hyperdrive is used with polyamide coated iridium
tetrodes [61]. A more detailed description is provided in methods.

2.2 Rat hippocampus

The human brain contains roughly 86 billion neurons and weighs about 1300-1400 g.
The rat brain on the other hand contains only 200 million cells and weighs only 2 g [4].
Still, the two brains have many similarities in structure and function as do most other
mammalian brains and this allows for projection of the results to some extent. Rodents
are often used in experiments with invasive recordings because of ethical considera-
tions. We use rats instead of mice as their brain is larger and thus allows easier access
with electrodes. Furthermore spatial learning and memory of rats is believed to be a
close equivalent of human declarative memory, a topic we will return to in more detail
later (see section 2.3.1). All this together motivates the use of rats in this kind of re-
search.
This section will focus on the specific anatomy and neural activity of the highly spe-
cialised region of the rat midbrain from which recordings in this experiment have been
done; the hippocampus (HC), present in all mammalian brains. The anatomy and func-
tion of the HC is of high interest for scientist all over the world ever since the first report
in 1957 suggesting a role for the HC to memory [103]. In this report a patient H.M.
suffered from severe memory deficits after undergoing psychosurgery. Further investi-
gation showed that the HC was severely damaged on both sides and that the patient
had mostly troubles with remembering new (recent) information. Nowadays a healthy
HC can be seen (to a first order) as a relay station for transforming short term to long
term memory and as a spatial navigator.

2.2.1 Hippocampus anatomy

The HC is part of the hippocampus formation group. This group consist of five different
anatomical midbrain regions surrounding the thalamus; the HC, entorhinal cortex (EC),
subiculum (S), presubiculum (PrS) and the parasubiculum (PaS). They are all heav-
ily connected and are therefore considered to be one big functional unit (see figure
2.5a).The HC itself is sometimes also referred to as the HC proper to avoid confusion
with the hippocampus formation group [2].
The hippocampus proper consists of two major parts: the dentate gyrus (DG) with
granule neurons and ammon’s horn (AH) with pyramidal neurons (layers CA3, CA2,
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(a) (b)

Figure 2.5: Tri-synaptic pathway in rodent hippocampus. a) Horizontal section of a rat brain (Nissl-
stained) showing the HC (DG, CA3, CA2, CA1) and surrounding cortex. EC entorhinal cortex, S subicu-
lum, PrS presubicu- lum, PaS parasubiculum. b) Cartoon of the tri-synaptic pathway in the rodent HC.
Major input comes from the EC innervating the granule cells of the DG. Next both the apical and basal
dendrites of CA3 are activated by axons of the DG (mossy fibers). The third step is the projection from
CA3 to CA1. The axons of CA3 (schaffer collaterals) synapse mainly on the apical dendrites of CA1
neurons in the stratum radiatum. (source: Nissl stain from [111]

CA1). The connection between these different regions is very specific and is referred
to as a unidirectional, tri-synaptic excitatory pathway [111]. The first stage is the major
input from the EC, which gets its input from the neocortex (mainly the cortical associa-
tion areas), to the granule cells of the DG. The mossy fibers (axons of the DG neurons)
that synaps on the dendrites of CA3 pyramidal neurons form the second stage. CA1
pyramidal neurons get their input from the CA3 neurons (axons = Schaffer colatterals)
that synapse mainly on their dendrites located in the stratium radiatum, apical den-
drites. This completes the tri-synaptic excitatory pathway and as the name already
reveals all connections are excitatory. This kind of network connectivity is referred to
as a feed-forward loop. This feed-forward loop is further regulated by CA3 neurons that
not only project to CA1 but also to other CA3 neurons. This recurrent projection is in
part responsible for the characteristic activity observed in the local field potential of the
CA1 region. Figure 2.5b summarises the neural connections forming the tri-synaptic
pathway.
On top of these principal neurons in the HC, there are also at least five different in-
terneurons 4 (good for 11% of the hippocampal cells) that also modify the cell firing
patters of the hippocampal neurons [64]. Because CA2 neurons are not part of the tri-
synaptic excitatory pathway, memory research has mainly focussed on CA3 and CA1
neurons although the CA2 activity has been shown to be essential for proper cognitive
function (for a review see [96]).
The highly structured arrangement of cell types in thin layers makes the HC a very
interesting region for micro-electrode recordings. Moving the electrodes from dorsal to
ventral in the rat HC changes the polarisation of the overall activity (summed electrical
currents flowing from surrounding neurons) and this gives relatively precise feedback
on the position of the electrode [18] [108]. This extracellularly recorded summed neural
activity is called the local field potential and is very specific in the HC.

4classification based on the principal cell compartment that they target [44].
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Figure 2.6: Overview of the hippocampal LFP states in rodents in relation to behaviour. The local-
field potential in the HC changes depending on the behavioural state of the animal. Theta and LIA occur
both during sleep and awake states. Signal trace is an example of LFP recorded from the HC during
awake behaviour, showing the transition from theta to LIA when the animal stops running. A third LFP
state, SIA, is not indicated in this schema but occurs mostly during transitions between LIA and theta.

2.2.2 Hippocampal local field potential forms: Theta and LIA

The local field potential (LFP) observed in the rat HC is divided into three types; theta,
large irregular amplitude (LIA) and small irregular amplitude (SIA) , each associated
with a specific behaviour [15]. Theta is a regular LFP characterised by small regular
6-10 Hz oscillations. The other two, LIA and SIA, are both irregular LFP signals with
irregularly occurring large and small high frequency oscillations respectively. The reg-
ular oscillations observed during theta are called theta waves, simply as a result of the
sequence in which LFP oscillations were identified. (Other LFP frequencies are desig-
nated with other Greek letters like α, β,. . . [2]).
Both theta and LIA are observed during the awake and sleep state but characterise
different behaviours. In sleep it is accepted that theta characterises the rapid-eye
movement (REM) sleep while LIA occurs during the non-REM sleep. Figure 2.6 in-
dicates what happens during the awake state. When the animal displays preparatory
behaviour, such as exploring, rearing, sniffing and ambulation, the LFP shows stable
theta oscillations. Once the animal is immobile, during grooming for example or for
consumption of food and water, the characteristic irregularly occurring high amplitude
oscillations of LIA are measured. The next paragraph focusses in more detail on the
neural activity in this brain state as this is the neural activity of interest for this project.
SIA is sometimes observed during transitions between brain states [59], but its function
and precise association with behaviour is not yet well understood. In the remainder of
this report we will follow the nomenclature introduced by Buzsáki Gyorgy namely, be-
haviours associated with theta state are preparatory behaviours and those associated
with LIA state are consummatory behaviours [15].

During LIA the overall cell activity slows down which creates a slow low ampli-
tude LFP oscillation of 1-4 Hz. However the signature of LIA are the irregularly oc-
curring transient large amplitude deflections. These deflections, called sharp-waves
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(SW), last 40-100 ms and originate in the stratum radiatum where the CA3 axons ex-
cite the CA1 apical dendrites [27] [123]. The excitation creates EPSPs in the apical
dendrites of a CA1 neuron and can be observed as a negative polarisation in extra-
cellular potential [15]. The recurrent excitation network organisation in CA3 almost
always causes a population burst 5 in response to the input from the DG (=epsilon
bursts [120] [11]) and it is this synchronous excitation of almost all CA1 apical den-
drites that explains the observed very large negative polarisation in stratum radiatum,
the sharp wave (see figure 2.7). Mostly the bursting of CA3 neurons, resulting in the
sharp wave, induces a bursting of the CA1 neurons [123]. In most cases, an increase
in LFP frequency comes together with a decrease in LFP amplitude for the reason that
the high negative-positive amplitudes induced by the spikes cancel each other [17].

Figure 2.7: Vertical change in recorded
LFP signal. Current-source density
(CSD) maps (1 Hz to 10 kHz) showing
the regional distribution of SW currents
(superimposed in gray traces), originat-
ing from the stratum radiatum. During
LIA the SW initiates synchronous firing
of CA1 neurons, measured in the LFP
as high amplitude high frequency oscil-
lation (=ripples) and best observed with
an electrode in the cellular layer (1). The
high synaptic activation at the apical den-
drites of CA1 neurons is reflected by the
negative region (sink) in the stratum ra-
diatum (2). (CSD map modified from
[108])

Due to the network properties of the CA3-
CA1 connection, the bursting of CA1 neu-
rons is highly synchronised and instead of can-
celling each other out they create very char-
acteristic high amplitude oscillations (150-200
Hz) which are called ’ripples’, with the high-
est amplitude in the center of the CA1 cel-
lular layer [74]. The rhythm generation of
this burst is due to the interference of many
different interneurons with the spiking activ-
ity of CA1/CA3 neurons [64]. The rip-
ple with the co-occuring (SW) is referred to
as sharp-wave ripple (SWR) and is one of
the most synchronous, self-organized popula-
tion events in the mammelian brain [13] [23]
[26]. The precise neural mechanism behind
the SWR is still under a lot of debate but
some basic models start to emerge showing
the importance of cell-type specific connections
[15].

Analysing the LFP signals and trying to under-
stand their correlation with behaviour is very in-
formative and is what we will do in this project.
In order to clearly understand why looking at hip-
pocampal LFP helps to understand spatial mem-
ory we have to zoom in and look at single cell ac-
tivity, also referred to as unit activity.

5many cells firing at the same time.
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2.2.3 Unit activity: Place cells and replay

In 1971 O’Keefe and Dostrovsky recorded the activity of single neurons in rodents from
the CA1 region (with tetrodes lowered in CA1, see section 2.1.3) and observed that the
pyramidal cells showed an overall low firing activity. However when the animal entered
a specific location in the environment, some ensemble of cells increased their firing
rate dramatically, a burst firing [80]. Later Lee and Wilson demonstrated beautiful se-
quences of cell ensemble firing when a rat moved back and forth on a linear track [67],
see figure 2.8a and 2.8b. These cells and their corresponding spatial region in the
environment are called place cells and place fields respectively. Place cells are also
found in monkey HC and human HC, the last one recorded in epileptic patients (for
monkey see [85], [97] and [68] and for human see [42]).
The discovery of place cells served as first electrophysiological evidence for the cogni-
tive map theory proposed by Tolman and thus also the role of HC for spatial memory
(see next session) [112]. A second insight resulting from the discovery of place cells is
that, if the activity of enough units can be recorded, thereby showing clear sequences
when moving through an environment, the position of the animal can be reconstructed
using proper decoding techniques. This was first demonstrated by Wilson and Mc-
Naughton [119] and later by many others, each contributing to the improvement of the
decoding algorithms [6] [12] [124] [29] (for an example see figure 2.9a). The decoding
of the animal’s position was a great success and lead to the discovery of what is now
referred to as memory-trace reactivations or just replay.
Replay is the reactivation of a place-cell sequence from active behaviour during im-

mobility and non-REM sleep, in the same temporal ordering but on a compressed time
scale. First it was shown by Pavlides and Winson that the firing of place cells during
consummatory behaviours is influenced by their activity during preparatory behaviours
[90]. The firing rate (spikes per second) of a place cell during sleep significantly in-
creased when the rat had frequently entered the corresponding place field in the pre-
ceding awake session. Thus, when a cell fires a lot during the exploration of an envi-
ronment, it will fire a lot during sleep.
But what about ensembles of cells, for example a pair of cells with overlapping place

fields? Their activity is highly correlated during exploring, and Wilson and McNaughton
[119] showed that this correlation persists during sleep. Finally in 1996 it was shown
that the temporal ordering of neuronal cell firing during sleep reflects their firing or-
dering during awake behaviour [106]. Skaggs and McNaughton also showed that this
relation, cell firing correlation, was stronger after the task compared to before, showing
that these reactivations are strengthened by experience.
The real replay of sequences during LIA was shown in the experiment of Lee et al. [67]
and their experiments also clearly showed the sequence time compression (see figure
2.8c). An important observation in these experiments is that replay is observed during
cell activity burst and that these bursts generally co-occur with SWRs, the signature of
LIA state. We know that LIA occurs during non-REM sleep, but also during immobility
periods in the awake state. And indeed, a few years later replay was also observed in
the awake state [43].
To summarise, experiences from preparatory states, such as exploration, are replayed
during consummatory behaviours, such as non REM sleep and immobility periods dur-
ing the awake state. This reactivation of place cell sequences or replay is also referred
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(a)

(b)

(c)

Figure 2.8: Hippocampal place cells, place fields and replay during sleep. a) Cartoon showing
the sequential firing of place cells (vertical bars) when the animal crosses the corresponding place field
(horizontal bars). b) On top a lap-by-lap raster of the activity of ten place cells (different colours). For
each cell, 30 laps are stacked from bottom to top. In each lap the same cells are active at the same point
in space creating a place-cell sequence. Bottom graph shows smoothed place fields (coloured lines) of
the same ten cells. Vertical bars mark the positions of the peaks of the smoothed fields. Smoothed firing
rate (Hz) at these peaks shown to the right. Nonuniform time axis below shows time within average lap
when above positions were passed, the animal was thus moving (although not at a constant speed). c)
Same experiment as in b) but now recordings from a subsequent sleep session. The same place cells
fire in the same sequential order but now on a much smaller time scale. Bottom three graphs show other
examples of replay post-experience sleep. (source: data in b) and c) from [67])
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(a) (b)

Figure 2.9: Decoding the position of an animal using place-cell activity. Graphs in a) show the real
(top) and decoded (bottom) position of a rat running 80 seconds on a 10 m long track (see b)). Each
column in the bottom graph is a probability density function estimated from unit activity in a 500 ms
window. White, p = 0; black, p = 1. (source: [29])

to as memory-trace reactivation as the properties of this replay strongly suggests their
role in memory, in the form of what is called memory consolidation.

2.3 Short term memory and awake replay

There exist many different forms of memory and research of the past century has
shown the involvement of many different brain regions to each of these [113]. The
categorisation of memory systems into distinct groups can happen in different ways.
One way is to distinguish declarative and non-declarative memory [89]. Declarative
memory constitutes memories that are easy to verbalise. The category can be sub-
divided into episodic memory, a recollection of experiences and semantic memory,
facts and knowledge of the environment without a specific timestamp. Habits, reflexes
and skills on the other hand are examples of non-declarative memory [113]. Another
frequently used way to distinguish different memories is between short-term and long-
term memory [75]. Spatial memory cannot be categorised in any of these because it
is a combination of declarative, non-declarative, short-term and long-term memory [89].

2.3.1 Spatial memory: Two stage model

Spatial memory thus forms a category by itself and was defined by Paul et al. as:
That brain function responsible for recognizing, codifying, storing and recovering spa-
tial information about the arrangement of objects or specific routes [89]. This spatial
information can be processed using two different strategies: egocentric and allocentric.
The first strategy ignores completely the spatial cues and only relies on proprioception
of the body. It can lead to stereotyped behaviour, for example always turning to your
right at choice points. With the allocentric strategy not your body but external cues
serve as the point of reference to localise target locations and reward sites. In 1948
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Tolman observed that rats, after some learning period, solved maze tasks using strate-
gies and shortcuts instead of simply using the association between external stimuli
and behavioural responses (as they do in the beginning) [112]. To understand this
behaviour Tolman hypothesised that rats are capable of creating an internal represen-
tation of an external environment; the cognitive map. Humans are also able to navigate
strategically through an environment and are in addition to this able to recall and ver-
balise their experience afterwards. This suggest that spatial memory, or at least a big
part of it, is a form of declarative memory. Even though rodents cannot verbalise their
actions, their spatial memory is believed to be very similar to that of humans. For that
reason spatial memory of rodents is used nowadays as a model for the human declar-
ative memory [92].
The existence of a cognitive map was later confirmed by other behavioural experiments
but especially the discovery of place cells in rodents by O’Keefe and Dostrovsky con-
firmed this hypothesis [80]. The allocentric strategy is thus all about using external
stimuli to create an internal representation of the external world and use this cognitive
map to better navigate towards a goal location.

The two-stage model of memory, proposed by Buzaki in 1989, is one of theories
trying to explain how the HC is involved in spatial memory [14]. The basic idea is that
there exist two forms of memory-traces in the HC: a labile and strong form of which the
last one, if strong enough, is transported to the neocortex for long term storage. The
labile trace originates during learning when the brain is in the theta state (preparatory
behaviour). Its content is the temporal firing order of place cells in CA1 (and CA3) and
is temporarily stored in the CA3 network. It’s assumed that temporary storage occurs
in CA3 and not in CA1 because the CA3 network provides the major activating input for
CA1 place cell firing and has a complex architecture with recurrent activations (almost
not present in CA1) that could account for the temporal aspect of the place cell firing of
CA1 (and CA3).
Transforming the labile trace into a strong memory-trace for long term storage requires
memory consolidation. Memory consolidation is a concept based on Hebb’s postu-
late: cells that fire together wire together [51]. The more a certain trace is reactivated,
the stronger the firing correlation (synaptic connection) between the cells forming the
memory-trace (via a process called long term potentiation LTP) and the stronger the
memory-trace can become [21]. The memory-trace reactivation is exactly what re-
play does and the fact that it co-occurs with SWRs strengthens this hypothesis. The
high amplitude oscillations of the ripple have some properties that are thought to be
important to induce synaptic changes (synaptic plasticity). Nevertheless, the precise
circumstances necessary for synaptic plasticity still have to be established, an impor-
tant task for the future [15]. Other theories have also been proposed, all showing a
determining role for replay in memory consolidation in rodents; standard memory con-
solidation theory, multiple trace theory, multiple storage site (for a review see [109]).

2.3.2 Awake replay

Most of the direct evidence for the memory role of replay in the HC comes from rodent
research, although there exist a few reports where SWRs were recorded in humans
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Figure 2.10: Forward and reverse replay during the awake state. This figure presents the first results
showing the reactivation of place cell sequences (replay), both in forward (left inset, red box) and reverse
order (right inset, blue box) before and after the experience respectively, while an animal is awake on the
maze. Activity for place fields of 13 CA3 pyramidal cells on the track are shown before, during and after
a single trial. The CA1 local field potential is shown on top and the animals velocity is shown below. Both
forward and reverse replay occur while the animal is immobile. (source: data from [32] and modified by
[15])

(epileptic patients [70] [3]).
A lot of the rodent HC replay research of the past few decades has focussed on replay
during sleep. Since the initial memory-trace in the HC network is labile, it can easily
be influenced by novel information and sleep could be a protective state in which the
strong memory-trace can be formed and transported to other cortical areas. In addition
to this passive role, sleep can also play an active role as it has been shown to be more
beneficial for learning processes than the same amount of waking time [34].
By focussing on the influence of waking behaviour on replay during sleep, several ex-
periments suggest that sleep replay is the signature of consolidation of learned infor-
mation and rules [90] [119] [106] [67]. The real causal link between sleep replay and
spatial memory and learning was shown in several experiments where SWRs, and
thus also replay since they co-occur, were disrupted during sleep either with electrical
stimulation (e.g. [45] [41]) or using optogenetic techniques (e.g. [115] [63]). Taken all
together we can conclude that sleep replay seems to be important for memory consol-
idation and learning.

As SWRs and replay are also observed during pauses in awake behaviour, the next
question is of course whether the role of awake replay is the same as sleep replay, or
whether it has additional functions?
As mentioned before, Foster and Wilson were the first to show memory-trace reactiva-
tion (replay) when the animal was awake on a linear track [43]. The replay occurred
immediately after a spatial experience and identical to sleep replay it was compressed
in time and co-occurred with high correlation with SWRs. The main difference was
that this awake replay seemed to be in reversed order (reverse replay). Shortly after,
awake replay in the correct order (forward replay) was also observed and seemed to
occur predominantly before the spatial experience [32], see figure 2.10.

A model to account for both forward (pre-experience) and reverse replay (post-
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experience) was put forward by Diba and Buzaki [33], see figure 2.11, and similar
models were proposed by Foster et al. [43] and O’Neill et al. [84]. This first basic
model starts from a spike threshold which is different in the theta and LIA state. The
spiking probability of place cells can be interpreted in first-order as a gaussian-like dis-
tribution centred around the centre of the corresponding place field. During the run
along the track the spiking threshold is theta modulated (6-12 Hz) and the place cell
sequence is observed. During SWRs, occurring during LIA while the animal is immo-
bile both before and after the track run, the threshold drops dramatically allowing the
place cells to fire outside their place field. Adding the principle of the most excitable
cell (highest spiking probability) fires first we can now understand why forward replay
before and reverse replay after an experience occur (see figure 2.11).

Figure 2.11: Model to account for for-
ward and reverse replay. Coloured
curves represent the firing probability of
individual place cells. Dotted line rep-
resents a firing threshold which is theta
modulated during run and drops dramat-
ically when the animal is immobile both
before and after the run. Due to this drop
the place cells fire outside their place field
despite their low firing probability. The
principle of most excitable cell fires first
accounts for the forward (1, 2, 3) and re-
verse (3, 2, 1) firing order before and af-
ter the experience respectively. (source:
concept from [33], modified by [15])

Ever since its discovery many different functions
for awake replay have been proposed and inves-
tigated. A first possibility is that awake replay
serves as a consolidation mechanism for recent
experiences, in the same way as sleep replay
does for more distant experiences [60]. In that
case the HC appears to use pauses in explo-
ration to consolidate past experiences by replay-
ing/reactivating them [22] [30]. Other possibilities
are that awake replay is necessary for building a
spatial map [122] and embedding new information
in the map [40] [101] [98]. Finally, awake replay
has also been proposed as a mechanism for plan-
ning or decision making [48] [91].
Real causal relations between replay and be-
haviour can be shown in experiments where re-
plays are disrupted. These closed-loop experi-
ments target the more easily detectable SWRs to
disrupt replays and experiments using rats [58]
[98] and rabbits [78] have been reported. They
show that awake replay disruption impairs learn-
ing [58] [78] and destabilises the spatial map when
new information has to be imbedded [98]. Jadhav
et al. [58] also tried to show that awake replay
is necessary for decision making using short term
memory, something that was later also suggested by Singer et al. [105]. The next
paragraph describes in more detail the experiment from Jadhav et al. and their find-
ings as the main research question of this project results from one of their unanswered
questions.

Jadhav et al. used rodents performing a spatial alternation task (see figure 2.12a).
The maze has a W-shape and the animals are supposed to alternate between left
and right, always returning to the center arm in between. There are thus two types of
choices: the inbound choice, where the animal exits arm left or right and has to enter
the center arm. The only memory required here is to remember the rule and the knowl-
edge of coming from a distal arm. The outbound choice on the other hand requires the
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(a)

(b) (c)

Figure 2.12: SWR disruption impairs learning of a short-term memory rule. a) Spatial alternation
task used by Jadhav et al. The rat has to alternate between the left and right arms by visiting the center
arm in between. Choice from center to left or right is called an outbound choice and a choice from left
or right to the center is called an inbound choice. b) Learning curve for the outbound choice for the test
group with ripple disruption (red) and control groups (black and blue). Test group has a significant lower
performance (p<0.001). c) Learning curve for the inbound choice for the same groups as in b). This
time no significant difference is observed amongst the groups.
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memory of the rule, knowledge of coming from the center arm and the choice it made
previously. It has to choose left if it chose right the previous time and the other way
around.
The increase in correct choices over time (due to learning) was significantly lower on
the outbound choice for the test group where awake SWRs were disrupted compared
to rats from the control groups (see figure 2.12b). The fact that this difference was not
observed on the inbound choice (see figure 2.12c) argues that rats were still able to
learn the task. Or in other words, the disruption didn’t seem to interfere with the mem-
ory consolidation of the rules but only seemed to interfere with the short-term spatial
memory as this is necessary for correct outbound choices.
Nevertheless it is still possible that these results only indicate a role for learning and
not short-term spatial memory for awake replay. The explanation of the results would
then be that the outbound rule is more difficult to learn than the inbound rule and is
therefore more dependent on replay (=memory consolidation of the rule), hence the
stronger performance deficit compared to the inbound rule.
In literature the results from the experiment of Jadhav et al. are considered to be
definite proof of the involvement of awake replay in short-term memory and decision
making. However, as argued above, that claim can only be made with an experiment
specifically designed to test this hypothesis. That is the idea for this project. We will
disrupt SWRs after the rats have learned a short-term spatial memory task, thereby
testing the involvement of replay in short-term memory and decision making, and not
in learning.

2.3.3 Closed-loop experiment: 8-arm radial maze

As explained above, we want to disrupt hippocampal SWRs while the animal performs
a spatial short-term memory task, a closed-loop experiment. Therefore it is important
to find both the right technique for the disruption and the right short-term memory task.
This section discusses both elements.

To conduct successful closed-loop experiments there are two main requirements.
Firstly you need a mechanism by which the normal hippocampal activity can be de-
activated bilaterally for only a very short period of time (50-100 ms, the duration of a
ripple), called a transient inhibition. Secondly, the inhibition should be precisely timed
with the onset of SWRs so you need a detection mechanism with very low latency.
The transient bilateral disruption of hippocampal activity can be achieved by stimu-
lating the VHC. Experiments in anaesthetised animals have shown that with a single
pulse stimulation to the VHC all pyramidal cells and interneurons are unnaturally syn-
chronously activated, triggering a cascade of effects (GABA receptormediated inhibi-
tion, Ca2+-mediated K+ conductance increase and disfacilitation) [125]. The eventual
effect is that all pyramidal cells, granule cells and interneurons are silenced for 50-250
ms, depending on the strength of stimulation [16] [35] [125]. After this short silencing
period the HC firing returns to normal almost immediately [125]. The general idea to
detect the onset of SWRs online is by setting a threshold on the brain signal after fil-
tering it in the ripple band. The time it takes for the real-time processor to filter the
data, detect the threshold passing caused by a SWR and respond, has to be as small
as possible. The total time from the start of the SWR to the response of the software
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of course also depends on the data acquisition system that integrates the signals and
converts the data from analog to digital. Many different closed-loop systems have been
developed over the past years, most of them hardware specific (eg. [77]), application
specific (eg. [31] [95] [86] [10]) or primarily designed for only data acquisition ([104]
[76]). In this project we use a non-hardware specific software Falcon that is known
for its very high flexibility and adaptability to each application [24]. Falcon consists of
three interacting subsystems that provide easy live interaction with the user. The core
subsystem of Falcon responsible for data processing consists of a flow graph that is
constructed with nodes and node connections and can be self configured to meet the
needs of each experiment.

As is evident from the vast literature, there exist many different behavioural paradigms
to test (short term) spatial memory in rodents. Mostly used are the Morris water maze
and the 8-arm radial maze [69] [117] [39]. In this project we use the 8-arm radial maze
which is a prototypical example of a multiple-solution task [89]. The maze consists of a
central platform with 8 arms extending radially at equal angles. Several variants can be
used by variating the number of arms (N=4,6,8,. . . ) and by using different paradigms
(win shift, win-return,. . . [92]). Olton and Samuelso were the first to use the radial maze
and they picked the variant with 8-arms and win-shift paradigm, similar to the paradigm
used in this experiment [83]. In the 8-arm radial maze task with win-shift paradigm
all arms initially contain a reward and after the rat is placed on the central platform
it is allowed to freely explore the whole environment aiming at finding all the rewards
in the most efficient way. This means entering each arm only once (=no re-entries).
The nature of these rewards varies, ranging from a small amount of water to chocolate
cornflakes. Rats are able to learn this paradigm within 10-20 training days (mostly de-
pending on their motivation) [69] [117] [39] [89] [92].

The win-shift paradigm was originally designed to test the rat’s ability to remember
a certain amount of information. In a later experiment that ability was called the work-
ing memory of the rat [82]. This term is widely used in many different experiments
and its precise meaning is usually very unclear. A recent review ([25]) tries to order all
the different kinds of working memory and according to this author the working mem-
ory tested using the 8-arm radial maze is called: the recent-event working memory
(RE-WM): A part of the mind that can be used to keep track of recent actions and
their consequences in order to allow sequences of behaviors to remain effective over
time. The most important properties that distinguishes RE-WM from other WMs is that
there’s no hierarchy in the goals nor any clear motivation for long term memory stor-
age. All reward/goal sites in the 8-arm radial maze are indeed equal and unordered
and it is not necessary for the rat to remember its actions of a previous attempt to solve
the present task. Some authors go further to characterise the memory involved in the
radial maze and divide the RE-WM in two subcategories: a retrospective memory that
informs the animal about the arms that have already been visited, and a prospective
memory that anticipates the action for the election of new options [89]. Or in other
words, to solve the 8-arm radial maze with win-shift paradigm the rat needs a good
short-term spatial memory that communicates well with his decision making centre.
The involvement of the HC these memory processes was shown a few years later in
lesion experiments (eg. [72]).
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2.3.4 Summary

Previous hippocampal research suggests a determining role of awake replay for short-
term memory [60] [22] and decision making [30] [48] [91]. In addition to this Jadhav et
al. [58] demonstrated a drop in learning speed of a short-term spatial memory based
rule when awake SWRs are disrupted in rodents, strongly suggesting a causal link be-
tween awake replay and decision making based on short term memories. This project
wants to test the specific hypothesis that awake hippocampal replay has a decisive
role in short-term memory and decision making without any involvement of learning.
To investigate this we use closed-loop disruption of awake SWRs in rats performing the
8-arm radial maze with win-shift paradigm, after the learning period. This behavioural
paradigm seems suitable since, in order to solve the task, rats use a specific form of
memory what is now referred to as recent-event working memory (RE-WM). RE-WM is
a combination of short-term memory and decision making, exactly the kind of memory
we want to investigate.



Chapter 3

Experimental Methods

3.1 Experimental overview

3.1.1 Animals

Four male Long Evans rats, all weighing between 360-400 g were put on food restriction
until they reached 80-85% of their initial weight (pelleted food, ∼ 12 g a day). Three
days before the training rats were given ∼ 0.3 g of reward (chocolate cornflakes) so
that they were accustomed to the reward in a familiar environment. After 15 days of
food restriction and daily handling (to familiarise with the experimenter) the rats were
put on the maze. Throughout the whole experiment the rats maintained their 80-85%
weight.
All experiments were carried out in accordance with protocols approved by KU Leuven
animal ethics committee (P119/2015) and in accordance with the European Council
Directive, 2010/63/EU.

3.1.2 8-arm radial maze with win-shift paradigm

The maze is located in a 3 x 3 m black room with distinctive visual cues on all four
walls. It is elevated 40 cm above the ground and consists of a central platform (di-
ameter 29 cm) connecting eight 90 cm long arms that each end on a square reward
platform (side 20 cm). The arms are distributed either symmetrically or asymmetrically
around the central platform depending on the phase of the experiment.
Rats had to learn the win-shift paradigm on a radial maze with 8-arms. At the beginning
of a trial all arms are baited with one reward located in a food container on the reward
platform (end of the arms). The rat has to find all the rewards with the most efficient
strategy, that is by visiting each arm only once (= no re-entries). A trial starts once the
animal is placed on the central platform facing a random direction, thereby allowed to
freely explore the maze, and enters the first arm. A trials ends once the rat re-enters a
previously visited arm, which is counted as an error or when it enters the eighth arm,
reaching maximal performance. A third criterium for the end of a trial is when neither
of the previous criteria are reached within two minutes (trial time-out = 2 min). When
the trial ends the rat is taken out of the maze by the experimenter and placed on a
separate platform (29 cm dimensions) in the right or left corner of the room. When the

24
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rat makes an error or the trial time exceeds the trial time-out time the rat is removed
as soon as possible, but after eight correct choices (maximal performance) the rat is
taken out after it finishes the last reward. A new trial starts after ∼ 90 sec. The number
of trials a day (daily session) was increased gradually from 4 to maximal 30 over the
course of the experiment to avoid overtraining. The performance in each trial is quan-
tified as the number of correct arm entries before the end of the trial. When the trial
time-out exceeding trials are excluded the performance is named entries until repeat
(ETR) with a minimum of ETR=1 (i.e. error on the second arm visit) and maximum of
ETR=8 (i.e. no error).

3.1.3 Pre-training

At first, to familiarise with the new environment, the rats were allowed to explore the
maze freely for 10 min. Initially, rewards were scattered all around the maze to promote
exploration of the entire maze. The next days rewards were put only on the arms, later
only on the end of the arms and finally strictly in the food container. After ∼ 7 days
the rats were ready to learn the task as they felt comfortable in the testing environment
(visits to all arms and reward consumption within 5 minutes) and with being picked up
by the experimenter.

3.1.4 Behavioural procedure

This experiment was a pilot study to figure out the best protocol and parameters to
study RE-WM on the 8-arm radial maze. For that reason the total experiment can be
divided in 4 phases, each with a slightly different protocol. All four rats completed the
two first phases and only two were selected (based on performance and ease of han-
dling) to continue to phase 3 for electrophysiological recordings and one to phase 4
for the closed-loop experiment. Figure 3.4 provides an overview of the experiment by
showing the performance evolution of the rat that completed all 4 phases.
During the first phase, the angles between the eight arms are unequal and their con-
figuration changes after every trial. To allow the asymmetrical distribution of the arms
there are 12 possible arms positions on the central platform of which only 8 contain an
arm. This results in a minimal angle of 30° and a maximal angle of 150°.
Initially, to increase the learning speed the rats were not taken out after a re-entry (as
previously described) but were allowed to re-enter arms until they found all the rewards
or until the trial time exceeded the trial time-out (= 2 min). After 2-3 days the per-
formance of all rats increased slightly and from that point they were taken out after
re-entry each trial. Training occurred every day with the number of trials varying be-
tween 4-8.
The procedure followed in phase two was the same as at the end of phase one, except
that the configuration of the arms was maintained the same during a daily session and
only varied every session. Towards the end of this phase the number of trials gradually
increased and after day 25 the best rats (based on performance and ease of handling)
were selected and underwent surgery (see section 3.3).
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After ∼ 5 days of post-surgical recovery and ∼ 1 week for placement of the tetrodes
(see section 3.4.1) the animals were put back on the maze and for ∼ 3 days they could
re-explore the maze freely to adapt to the implanted hyperdrive and recording setup.
Once comfortable, training for the win-shift paradigm continued until they reached at
least their pre-surgical performance (after ∼ 2 days). Electrophysiological recordings
started from that time and the trial number per session gradually increased up to 20
to 30 trials depending on the motivation of the animal. Arm configuration was also
held fixed during each session in this third phase. Because the trial number increased,
training only occurred every other day to avoid overtraining.
Only one rat had a functional stimulation wire and started the fourth phase where now
all eight arms were symmetrically distributed around the central platform. In this phase
sessions with closed-loop disruption were recorded.

3.2 Hyperdrive assembly

The hyperdrive or micro-drive array used for the in-vivo recordings is a slightly modified
version from the micro-drive array designed by Kloosterman et al. [61]. The fabrication
procedure for the drive consists of three major parts: the assembly of the hyperdrive
and micro-drives, the fabrication and loading of the tetrodes and final preparation of
the hyperdrive and tetrodes for surgery.

3.2.1 Assembly of hyperdrive and micro-drives

The hyperdrive consists of two custom 3D printed plastic holders, a large top part, with
space for 27 micro-drives (24 for tetrodes and 3 for stimulation electrodes) and a small
bottom part with room for a small and large collector cannula. These last two hold
the guiding tubes for the stimulation wires and the tetrodes respectively. Once placed
in the cannula’s of the bottom part, all guiding tubes were individually guided through
small 0.8 mm holes in the top part whereafter the two plastic holders were fixed to-
gether with three screws, together forming the skeleton of the hyperdrive. Next, the
27 micro-drives were loaded on the hyperdrive. Each micro-drive contains two parts
that are glued together with dental cement (SDI, Bayswater, Australia), see figure 3.1a.
The first part is a screw which is used to fix the micro-drive in the correct position on
the hyperdrive and allows control over the vertical position. The second part is a hol-
low support-tube for the tetrodes that slides smoothly over the guiding tubes. Finally
an electrode interface board (EIB) was mounted on a support platform on the top part
to establish the connection between the electrodes and the pre-amplifiers. The result
when all pieces are assembled is shown in figure 3.1b.

3.2.2 Tetrodes

The tetrodes consist of four polyimide-insulated nickel-chrome wires (12 µm diame-
ter, Sandvik, Kista, Sweden) twisted together and cut at a blunt angle. Two twisted
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polyimide-insulated stainless steel wires (60 µm diameter, Sandvik, Kista, Sweden)
also cut at a blunt angle make up the stimulation wires. The individual wires are
fused together by heating the outer insulation layer along the whole length of the
tetrode/stimulation wire. At one end the insulation is not fused thereby allowing ac-
cess to the wires individually. Up to 24 tetrodes and 3 stimulation wires were loaded on
the hyperdrive by inserting them in the guiding tubes and gluing them to the surround-
ing support tubes of the micro-drives. Next, all individual wires from each tetrode and
stimulation wire, 4 and 2 respectively, were separately connected to the EIB and fixed
with a gold pin (see figure 3.1c). A ground wire was also soldered to the EIB. This wire
is connected to the skull of the animal to allow proper grounding.

3.2.3 Preparation for surgery

To prepare the tetrodes for surgery their tips were cleaned and thereafter gold-plated
to increase the contact surface and as a result decrease the impedance. To do this
the EIB of the micro-drive array was connected to the NanoZ device via the ADPT-
NZ-EIB36 adapter (Neuralynx Inc.), a device capable of measuring impedances. Next
tetrodes were either lowered in a 0.9% sodium chloride (Baxter International Inc., Deer-
field, Illinois, USA) for cleaning or in a non-cyanide gold solution (Neuralynx Inc.) for
gold plating and a positive current (0.100 µA) at 1004 Hz or negative current -0.05
µA at 1004 Hz respectively were passed through the wires for one second. One run
was done for cleaning and multiple runs (maximum 10) for gold plating until a target
impedance of 300 kOhm was reached.
Finally a plastic protective cone wrapped in aluminium foil was mounted around the
hyperdrive to protect the electronics from the external environment and a plastic skull
piece was added to the small bottom part to improve the stability of the hyperdrive on
the animal’s skull while implanted and allow reuse of the hyperdrive afterwards.

3.3 Surgical implantation

The hyperdrive described in the previous section was surgically implanted on the rat’s
skull using standard aseptic techniques. To induce anaesthesia the animal was placed
in an induction chamber filled with oxygen (0.5-1 L/m) and 5% isoflurane. Next its head
was securely mounted in a stereotaxic frame after shaving of the head and protection
of the eyes with eye ointment and aluminium foil. During the surgery anaesthesia was
maintained by administration of 0.5-2% isoflurane through a nose mask and adjusted if
necessary based on vital signs; blood oxygen level, heart rate and breathing rate. The
body temperature (measured with a rectal probe) was kept constant using a heating
pad on the surgical table.
After disinfection of the skin with iodine and ethanol and administration of the anti-
inflammatory drug metacam (0.3 ml) an incision with a scalpel along the midline ex-
posed the skull and small scratches were carved in the bone plates to allow better
adhesion of the dental cement used to fix the drive to the skull. Eight to ten anchoring
bone screws were screwed in the skull (2-4 frontal, 2 left parietal, 2 occipital and 1 right
parietal, see figure 3.3a), gaps between the screws and the skull were filled up with
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(a) (b) (c)

Figure 3.1: Hyperdrive for implantation a) Illustration of a micro-drive that allows the vertical move-
ment of tetrodes. b) Illustration of the full hyperdrive with main constituents indicated. c) Photo of a
hyperdrive with tetrodes loaded.

bio compatible glue (VetBond) and after extra disinfection (10 min baytril submersion)
all screws were fused together with dental cement (see figure 3.3b). One of the bone
screws was connected to the EIB to serve as a ground for electrophysiological record-
ings.

Figure 3.2: Implanted rat. Picture of a
rat implanted with a hyperdrive for elec-
trophysiological recordings from the hip-
pocampus.

Next, two craniotomies were drilled and the dura
was removed to allow access to the brain above
the HC and ventral hippocampal commissure
(VHC) (HC-craniotomy center coordinates: 4 mm
posterior to Bregma, 2.5 mm right from the mid-
line, VHC-craniotomy center coordinates: 1.3 mm
posterior to Bregma, 0.9 mm right from the mid-
line, see figure 3.3b). Before mounting of the drive
the two cannulas were covered in silicon grease
to seal the gaps between the edge of the hole in
the skull and the cannula. Additionally mineral oil
was applied to the tip of the cannula prior to im-
plantation to fill the tetrode-carrying tubes which
prevents back-filling (and possible clogging) with
cerebrospinal fluid or blood. The drive was fixed
to the skull with light-curable dental cement (SDI,
Bayswater, Australia) and the grounding screw
was connected to the EIB. Where necessary the
skin was closed with surgical threads.
While the rat was still under light anaesthesia all tetrodes and stimulation wires were
lowered 1 mm to the neocortex. Lastly, 0.7 ml of saline (anti-dehydration) and 0.3 ml
metacam (anti-inflammatory) were administered subcutaneously. The metacam injec-
tion was repeated the next three days.
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(a) (b)

Figure 3.3: Major steps before implantation of a hyperdrive. a) 8 anchoring bone screws are
screwed in the skull (2 frontal, 2 left parietal, 3 occipital and 1 right parietal). One of the occipital screws
has a grounding wire attached to it and serves as the grounding screw. b) All screws are connected with
dental cement to support the drive. Two craniotomies are performed to allow access to the brain for the
tetrodes and stimulation wires. HC-craniotomy centre coordinates: 4 mm posterior to Bregma, 2.5 mm
right from the midline, VHC-craniotomy centre coordinates: 1.3 mm posterior to Bregma, 0.9 mm right
from the midline.

3.4 Electrophysiology protocol

3.4.1 Recording

After approximately one week of post-surgical recovery 10-15 tetrodes were slowly
lowered in the CA1 pyramidal cell layer of the dorsal hippocampus over the course of
one week to minimise tissue damage. Three tetrodes were lowered in the white-matter
above the CA1 cell layer to serve as a reference and three tetrodes remained in the
cortex to aid the online ripple detection (see section 3.4.2). Recording started when rip-
ples were clearly observed and the rat reached at least its pre-surgical performance.
Wide-band (0.1 - 6 kHz) signals were sampled at 32 kHz and digitised using a 128-
channel data acquisition system (Digilynx SX acquisition system with HS-36 analog
headstage and Cheetah software; Neuralynx, Bozeman, MO) and saved on an hard
disk for offline analysis.
All sessions are recorded with an overhead video camera (25 Hz) to record the be-
haviour and track the position of the animal through two LED’s mounted on one of the
three headstages.

3.4.2 Stimulation

In phase 4 of the experiment, a live network stream of digitised multi-channel sam-
ples from the Digilynx acquisition system was fed into a quad-core workstation that
runs the real-time detection software Falcon [24]. Falcon initiates TTL pulses via a
microcontrollor board (Arduino UNO) that is connected to a constant-current stimulator
(MultiChannel System, Reutlingen, Germany) which generates a biphasic current for
electrical stimulation of the ventral hippocampal commissure.
Here, raw signals of 1-2 electrodes (with the clearest ripples) are first filtered in the
ripple band (135-255 Hz) using a Chebyshev type-II IIR filter (order 20). Using the



CHAPTER 3. EXPERIMENTAL METHODS 30

neuralynx acquisition system the total round trip latency was below 1 ms [24]. After
summing of the ripple power (RP) of the different electrodes, ripples were identified
based on the following criterium.

RP − µ(t) > f ·mad(t) (3.1)

µ(t) and mad(t) are the running estimates of the mean and mean absolute deviation
calculated on the ripple power, and f is a multiplier set to a value in the range [5,13].
The value of f was adjusted each daily session to maximise the ratio of positive over
false ripple detections. The RP is the RMS of the filtered signal. Estimates of µ(t) and
mad(t) were computed using an exponential moving average filter with span set to 15
seconds. Estimates were not updated during a 50 ms window after each detection.
To avoid false detections due to heavy head movements or chewing the same ripple
detection procedure was applied to signals from 1-2 cortical electrodes. As ripples
are not present in the cortex but artefacts like the ones mentioned above are, detec-
tions were marked as false if a cortical detection occurred within a fixed time window
([-40, 1.5] ms) around a HC detection. All not falsely marked detections triggered the
generation of a TTL pulse by Arduino UNO of which the timing depends on the trial
type (see next paragraph). This TTL-pulse was sent to the constant-current stimulator
(MultiChannel System, Reutlingen, Germany) to electrically stimulate the VHC. Both
the detection event and the time of stimulation (= stimulation event) were sent to the
neuralynx acquisition system for logging.

The sessions where closed-loop stimulation was performed consist of two types of
trials, that alternate randomly within the session: a disruption trial and a stimulated
control trial. In a disruption trial, the stimulation event immediately follows the detec-
tion event, resulting in a disruption of the ripples. In a stimulated control trial, Falcon
instructs Arduino to generate a stimulation event 100-250 ms after the detection. Due
to this delay the detected ripple is not disrupted since ripples last on average ± 50 ms.
This trial serves as a control for effect of the stimulation on the behaviour. Detections
within the delay period are ignored. The amplitude of the biphasic electrical pulses
(0.2 ms duration) varied from 100-200 µA and was set in each session to the lowest
amplitude that resulted in consistent disruption of hippocampal ripple events. To avoid
over-stimulation that could lead to damage of the surrounding tissue no detections (and
stimulations) could occur within a 150 ms lockout period after a detection. Three ses-
sions with no stimulation were also recorded during phase four to serve as an extra
control (= unstimulated control).

3.5 Data analysis

Analysis of behavioural and neural data was performed using Python and its scientific
extension modules, augmented with custom Python toolboxes. Analysis was only per-
formed on the data from the implanted rat that completed all four experimental phases.
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3.5.1 Behaviour analysis

Position and speed of the rat was recorded using LED lights mounted on one of the
headstages and an overhead video camera (25 Hz).
For behavioural analysis the trial time-out exceeding trials are excluded since we are
interested in the memory behaviour of the rat only. The performance in each trial is
therefore quantified as the number of correct arm entries before a re-visit: entries un-
til repeat (ETR) with a minimum of ETR=1 (i.e. error on the second arm visit) and a
maximum of ETR=8 (i.e. no error). The rat is considered to make an arm entry once
it travels at least 20 cm into the arm. Speed distributions are calculated by computing
the kernel density estimate of the speed histograms with a symmetrical gaussian ker-
nel (bandwidth: 3 cm/s).
Stereotyped behaviour is quantified using the sterotypy index (SI). The index is a mea-
sure of the uniformity of the egocentric arm-pick distribution across multiple trials. This
distribution indicates the rat’s preferred arm choice relative to its current position. The
arm-pick distribution is calculated by plotting the arm the rat picks (for every arm choice
in all the trials) relative to its present position in a histogram. The SI index is calculated
as the difference between the highest and lowest arm-pick percentage. SI=0 indicates
that all arms are visited equally and thus reflects no arm-pick preference whereas SI=1
indicates that only one arm is visited and thus reflects a very strong arm-pick prefer-
ence. The error on the SI index is calculated by bootstrapping over all trials (500 times,
sample size: 100%) and taking the 25-75 percentile interval.

3.5.2 Statistics

Linear regressions for two sets of measurements are preformed using a least-squares
method. The corresponding p-value indicates the two-sided p-value for a hypothesis
test with a null hypothesis that the slope (m) is zero, using a Wald test with t-distribution
for the test statistic. A significance level of p<0.05 is used. The Wald-test test statistic
is calculated as follows

W =
m − m̂

sd
where m and sd are the slope and standard deviation on the slope and m̂ the slope of
the null-hypothesis, in this case equal to zero.
To test the hypothesis that 2 or more samples represent similar distributions the Kruskal-
Wallis (KW) H-test was used. The KW H-test tests the null hypothesis that the popu-
lation medians of all of the groups are equal. It is a non-parametric version of ANOVA
and does not assume that the distributions of the individual groups are normal. The test
statistic is the KW H-statistic (corrected for ties) and the p-value indicates the probabil-
ity for the calculated H-statistic to occur under the assumption that H has a chi-square
distribution. The KW H-statistic is calculated by first ranking the data from all groups
(ignoring group membership) starting from 1 for the smallest and N for the largest value.
The tied values receive the average of the ranks they would have received if they had
not been tied. After ranking H is calculated as follows:

H = (N − 1)

∑g
i=1 ni(r̄i − r̄)2∑g

i=1

∑ni
j=1(rij − r̄)2

(3.2)
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with ni the number of observations in group i, rij the rank of observation j from group i, N
the total number of observations (across groups), r̄i the average rank of all observations
in group i and r̄ the average of all rij .

3.5.3 Offline ripple detection

The local field potential recorded from 1 tetrode was downsampled from 32kHz to 4kHz
and filtered in the ripple frequency band (150-250 Hz). The ripple envelope was com-
puted as the absolute value of the Hilbert-transformed ripple signal and smoothed with
a Gaussian kernel (bandwidth 4 ms). Finally, start and end times of ripple events were
detected when the ripple envelope exceeded a low threshold of µ + 0.5σ and when
in between it exceeded a high threshold of µ + 3σ for at least 15 ms. Here, µ and σ
represent the mean and standard deviation of the envelope.
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Chapter 4

Results

This chapter presents the behavioural and electrophysiological data recorded from one
rat that completed all four phases of the experiment (see section 3.1.4). Data from the
other rat that completed phase 3 did not have a good signal to noise ratio. After pre-
training (phase 1 and 2), the rat was implanted with a hyperdrive. Behavioural and
electrophysiological recordings started in phase 3, when the rat was familiar with the
task. In that way the recent-event working memory (RE-WM) component necessary
to solve the win-shift paradigm in the 8-arm radial maze could be investigated sepa-
rately from the task learning phase. In phase 4, closed-loop disruption of hippocampal
sharp-wave ripples (SWRs) was performed to look for a causal relation with the RE-
WM. Memory performance is quantified by the number of correct arm choices before
the rat makes a mistake (entries until repeat (ETR)). Trials that ended because the to-
tal trial time exceeded the trial time-out (2 min) were excluded for analysis (remaining
trials: 47 trials for phase 3, 131 trials for phase 4 of which 52 disruption, 55 stimulated
control and 24 unstimulated control trials).
Figure 3.4 provides an overview of the total experiment by showing the evolution of
the correct visits per trial (trial time-out trials included) during all four phases and their
corresponding protocol.

4.1 Behavioural characterisation on 8-arm radial maze

This section reports the behavioural data recorded in phase 3. Position of the rat was
tracked using an overhead camera and LED’s mounted on the head of the rat.

4.1.1 Behavioural performance is not random

The average performance of the rat is 6 [5,6] (median [IQR] , 47 trials in total, taken
from day 46, 48 and 50). During phase three the rat did not reach maximal perfor-
mance, presumably due to the unequal angles between the arms which makes the
task harder [47]. We also note that the rat never makes a 180° turn, consistent with the
natural tendency to alternate and that the first choice is mostly the arm the rat is facing
after being randomly placed on the central platform. The average performance of the
rat over all trials is higher than the average performance of a simulated random-choice

34
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(a) (b) (c)

Figure 4.1: Arm choices of the rat are not random. Figure a) shows a schematic top view of the
8-arm radial maze with asymmetrically distributed arms. Lines on top indicate the trajectory of the rat in
an example trial, grey lines for correct visit, (visit 1 to 5) and the red line for the incorrect visit (a re-entry
on visit 1). Figure b) shows the trajectory of the same example trial more schematically, leaving out the
unequal angles between the arms. The blue trajectory indicates the trajectory of the last correct visit,
which quantifies the performance of the rat in a trial. The memory performance is quantified as the
number of correct visits, in this example equal to five (Entries until repeat (ETR)= 5). Figure c) shows
a histogram of the performance (ETR) of the rat vs. a simulated random-choice rat that picks arms
randomly, excluding the arm it is currently in (no 180° turns). Vertical lines indicate the median. The
difference is significant (p<0.0001, KW). (Data from phase 3 session day 46, 48 and 50, 47 trials in
total)

rat performing an equal amount of trials, equal to 4 [3,5.25] (median [IQR]). The ran-
dom rat picks arms (pseudo) randomly but is programmed in such way as to never pick
the arm it is currently in, i.e. it never makes a 180° turn, consistent with the behaviour
of the real rat. Figure 4.1c shows the performance distributions of the rat and simulated
random-choice rat which are significantly different (p<0.0001, KW). The vertical lines
indicate the medians of the distributions. The distribution of the real rat is skewed to-
wards higher performance wheras the distribution of the random rat is skewed towards
lower performance.
Figure 4.2a shows the speed of the rat on the maze during an example trial and all

trials show this similar pattern; high speed almost exclusively on the centre of the arms
(median [IQR]: 36.82 cm/s [23.99, 46.83]), intermediate speed on the platform (median
[IQR]: 27.43 cm/s [18.05, 37.44]) and immobility at the reward site1 (median[IQR]: 2.85
cm/s [1.22, 6.66]). The corresponding speed distributions for the three maze sites are
presented in figure 4.2b.
Together these results show that the rat runs from reward to reward site in a non-
random way which suggests that it learned the win-shift paradigm.

The non-random arm choices could be due to the rat picking arms based on his
RE-WM (remember previous visits) or because it has a preference to turn a certain
direction (not memory based). Analysis of the arm choices of the rat demonstrates a
strong left-turn preference, visualised in figure 4.3. The 7 remaining arms that the rat

1Immobility is defined as speed <5cm/s.
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(a) (b)

Figure 4.2: Rat spends most of its time at the reward site. Figure a) shows the average speed of
the rat on the maze for one example trial (velocity data spatially binned and averaged within bin, number
of bins x by y, 580 x 550). In figure b) the normalised speed distributions of all trials for three regions
in the maze separately: reward site, arm and platform as indicated in a). Median velocity at the reward
site, arm and platform is 2.85 cm/s [1.22, 6.66], 36.82cm/s [23.99, 46.83] and 27.43cm/s [18.05, 37.44]
respectively (median [IQR]). (Data from phase 3 session day 46, 48 and 50, 47 trials in total)

can pick at each choice are named from a to g where a is the first arm on the left and
g the first arm on the right (see figure 4.3a). The unequal angles between the arms
are ignored. An egocentric arm choice is characterised by the name of the chosen
arm. All egocentric arm choices (of all trials) are summarised in a radial histogram and
normalised to the total number of arm choices. This normalised egocentric arm-pick
distribution reveals the rats strong bias for arm a and b which are the first and second
arm on his left (see figure 4.3b).

A stereotypy index (SI) quantifies the stereotyped behaviour. The index is a mea-
sure of the uniformity of the egocentric arm-pick distribution and is calculated by taking
the difference between the highest and lowest arm-pick percentage (see figure 4.3).
No egocentric arm-pick preference results in SI=0 and always the same egocentric
arm-pick results in SI=1. The stereotyped behaviour of the rat in this phase of the ex-
periment is quantified with SI=0.36 [0.36, 0.48], confirming the observed strong arm-
choice bias (see figure 4.3c). The error was calculated using a bootstrapping method
(see section 3.5.1). The arm-pick distribution of the simulated random-choice rat intro-
duced in the previous paragraph is more uniform (SI=0.05 [0.04, 0.12], see figure S1a).
A rat with no arm-pick bias but with perfect memory, hence that picks the non-visited
arms randomly, would have a similar uniform distribution (not shown). This confirms
that the non-random arm pick, deduced from the different performance distributions be-
tween the real and simulated random-choice random rat (see figure 4.1c), is not solely
due to increased RE-WM usage but also due to stereotyped behaviour.
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(a)

(b) (c)

Figure 4.3: Rat prefers to turn left. Figure a) shows schematically the egocentric arm-picks of the
rat for an example trial. The letters indicate the egocentric naming of the arms with a the first arm on
its left and g the first arm on its right. In figure b) the normalised egocentric arm pick distribution for all
trials. c) The same data as in b) shown linearly. Arm preference is quantified with the stereotypy index
(SI) defined as the difference between the highest and lowest egocentric arm pick percentage (SI=0: all
arms are visited equally, SI=1: only one arm is visited). The error is calculated by bootstrapping (500
times, sample size: 100% ) over the contributing trials. (Data from phase 3 session day 46, 48 and 50,
47 trials in total)
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In the above quantification, the unequal angles between the arms are ignored since
the rat appears to have an arm preference rather than a turn angle preference. This
is demonstrated by comparing the normalised egocentric arm-pick distribution with the
normalised egocentric angle-pick distribution (see figure S2).

The movement of the rat on the maze can be summarised as follows. The rat moves
from reward to reward site in a non-random fashion with a strong left-turn preference.
This suggests that the rat learned the win-shift paradigm but that its arms choices are
not purely made using RE-WM.

4.1.2 Intra-trial but no inter-trial variability is observed in the time
spent at the reward site and platform

Within a trial the task difficulty changes. The first choice the rat makes is always correct,
giving the rat an easy start. As the trial continues the rat has to remember what arms
it visited previously by using its RE-WM. The more arm choices it makes, the more it
has to remember which explains the intra-trial task difficulty change. The change in
RE-WM demand within a trial could be reflected in the rat’s behaviour. Additionally, if
the rat’s behaviour is linked to the RE-WM demand we could also expect a difference
in behaviour across performance levels (inter-trial). That is, a higher or lower trial per-
formance could be the consequence of a different behaviour on the maze.
To investigate a possible intra-trial or inter-trial behavioural change, trials were split up
in visit and inter-visit periods, shown schematically in figure 4.4a. A visit is defined
as the time that the rat is at the reward site and the inter-visit time is defined as the
time between two visits, when the rat is on an arm or the platform. During visit periods
the rat spends on average 12.40s [9.05, 14.16] at the reward site and during inter-visit
periods 1.84s [1.70, 1.97] on an arm and 3.07s [2.32, 3.70] on the platform. Medians
[IQR] are calculated for reward site, arm and platform visits of all trials.
Next, the average time spent at the reward site and platform was calculated for differ-
ent visit and inter-visit periods separately, using all reward site and platform visit from
trials where the rat reached that visit or inter-visit period. The result is presented in fig-
ure 4.4 and it shows a significant positive linear correlation between the time spent at
the reward site or platform and the progression within a trial (visits: r=0.23 p<0.0001,
inter-visits: r=0.31 and p<0.0001). This indicates that there is an intra-trial behavioural
variability. That is, the rat spends more time at the reward site and platform towards the
end of the trial. An inter-trial behaviour comparison is shown in figure 4.5. It presents
the average times calculated over reward site and platform visits of trials were the rat
reached the same performance. No significant linear correlation between trial perfor-
mance and time spent is observed (r=0.04, p=0.51 and r=0.07, p=0.25 for the time
spent at the reward site and platform respectively). Therefore, high or low trial perfor-
mance is not reflected in the average time spent at the reward site or platform. Time
spent at the arms was not analysed since the reward site and platform rather than the
arms are thought to be possible choice points and reflect the use of RE-WM.

Next, to look for an intra-trial or inter-trial arm-pick preference variability the stereo-
typy index (SI) was computed over inter-visits and performance levels. Variation within
the trial is analysed by assigning an SI to each inter-visit period. It indicates the uni-
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(a)

(b) (c)

Figure 4.4: Intra-trial variability: Rat spends more time at the reward site and platform towards
the end of a trial. Figure a) shows schematically a visit (orange) and corresponding inter-visit (green)
period. The visit starts when the rat enters the reward site and the time in between is the inter-visit time.
Figure b) and c) show the time spent at the reward site, during a visit, and platform, during an inter-visit,
for all trials. Vertical lines indicate the 25-75 IQR and large dots indicate the average over the time spent
at the reward sites and platform of all trials for a specific visit/inter-visit period. There is no 8th visit or
7 to 8 transition since the rat did not reach ETR=8 in phase 3. Both for the time spent at the reward
site and platform there is a significant linear regression showing a positive correlation with visit/inter-visit
number (reward: r=0.23, platform: r=0.31, for both p<0.0001, KW). (Data from phase 3 session day 46,
48 and 50, 47 trials in total)

(a)

(b) (c)

Figure 4.5: Inter-trial variability: Average time spent at the reward site and platform does not
correlate with trial performance. Figure a) shows schematically a trial with performance equal to five
(entries until repeat, ETR=5). Figure b) and c) show the average time spent on the reward site and
platform across various performance levels. Vertical lines indicate the 25 - 75 IQR and the large dot in-
dicates the average time over all reward site and platform visits during trials with a specific performance.
There is no 8th visit or 7 to 8 transition since the rat did not reach ETR=8 in phase 3. Both for the time
spent at the reward site and platform there is no significant linear regression showing no correlation with
the trial performance (r=0.04, p=0.51 and r=0.07, p=0.25 respectively, KW). (Data from phase 3 session
day 46, 48 and 50, 47 trials in total)
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(a) (b)

Figure 4.6: Stereotyped behaviour does not change significantly towards the end of a trial nor
correlates with performance. Figure a) and b) show the stereotypy index (SI) characterising the arm
pick distribution for inter-visit periods and trials with a specific performance respectively (SI=0: all arms
are visited equally, SI=1: only one arm is visited). Number above data point indicates the number of
choices in the corresponding arm pick distribution. The error is calculated by bootstrapping (500 times,
sample size: 100%) over the contributing trials. Number of trials in a) is equal to the number of choices
and in b) to the number of choices divided by the performance. (Data from phase 3 session day 46, 48
and 50, 47 trials in total)

formity of the egocentric arm-pick distribution for the choice from visit n to n+1. Figure
4.6a shows the result and there seems to be a slight increase in the SI towards the
end of the trial. However this is difficult to interpret since not all SI are calculated using
an equal number of choices, number indicated above the SI. Each SI is calculated with
the choices from all trials where the rat performed/reached that choice. A possible way
to analyse this data in more detail will be described in the discussion.
Exactly the same procedure was followed to look for an inter-trial variability based on
performance except that now arm-pick distributions are calculated using arm choices
from trials with the same performance. No immediate correlation between the SI and
performance is observed (see figure 4.6b) but again, a more detailed analysis is nec-
essary to make that statement.

4.2 Electrophysiology and behaviour

This section reports the electrophysiological data recorded in phase 3. After surgical
implantation of a hyperdrive (see section 3.2 and 3.3) and approximately one week of
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post-surgical recovery, tetrodes were lowered in the CA1 pyramidal cell layer over the
course of one week. Recording in phase three started after the rat was accustomed
with the recording setup (∼ 3 days) and reached pre-surgical performance during pre-
training (∼ 2 days). Only data from two days (46 and 50) will be presented for the
reason that the electrophysiological data from day 48 was improperly recorded.

4.2.1 Ripples occur mostly at the reward site

Hippocampal SWRs were detected offline using a double threshold 2 on the ripple
envelope, the latter calculated as the absolute value of the Hilbert-transformed ripple
band filtered (150-250 Hz) signal (see section 3.5.3). Figure 4.7a shows an overview of
one trial by looking at the speed and recorded local field potential. In the example trial,
the rat made five correct visits, clearly visible in the speed. The red dots indicate offline
detected ripples and nearly all of them occur during periods of immobility. The figure
also shows the trial spectrogram on a logarithmic scale (dB) for the range 0-20 Hz
and 100-300 Hz. The last one includes the ripple band where high power is observed
during the ripples. The 0-20 Hz range includes the theta band (6-10 Hz ) which shows
high power mostly during the run, alternating with the high power in the ripple band.
This alternation confirms that the two main LFP states of the rat hippocampus are theta
and LIA, the latter characterised by ripples (see section 2.2.2). Figure 4.7b zooms in
on 10 s of the trial where the theta oscillations during run can be clearly observed in the
LFP. A zoom on 100 ms during a visit shows a hippocampal SWR, its peak indicated
with the dashed line and dot ( figure 4.7c).
That ripples seem to occur almost exclusively during the reward site visits is confirmed
when looking specifically at the rat’s location during a ripple detection. Figure 4.8
shows the spatial distribution of the offline ripple detection for both session 1 and 3
(day 46 and 50). The full trajectory of the rat is shown in grey and its position during an
offline ripple detection is shown with a red dot. The left figure presents the trajectories
and detected ripples of all trials whereas the right three figures present single trial
examples. The average number of ripples at the reward site is 13 [9, 17] (median
[IQR]). The average ripple rate, defined as the number of ripples at the reward site
during a visit divided by the duration of that visit, is 1.13 Hz [0.85, 1.38] (median [IQR]).
These averages are calculated over all trials of all sessions.

4.2.2 Intra-trial variability is observed in the number of ripples but
not in the ripple rate.

Within a trial, the memory demand changes (intra-trial variability). Furthermore trials
with a higher ETR could reflect a better RE-WM performance of the rat (inter-trial vari-
ability). If hippocampal SWRs have an important role in RE-WM then the number or the
rate of SWRs may be related to the increasing intra-trial memory demand or the trial
performance. To test this, we looked first at the average number of ripples and average
ripple rate across visits to check for any intra-trial change (see figure 4.9). Averages
are calculated over visits of all trials where the rat reached that visit. The number of
ripples per visit shows a significant positive linear correlation with visit number (r= 0.16,

2a low threshold for start and end of the ripple and a high threshold to check the duration of the ripple.
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Figure 4.7: Ripples occur during visits and theta oscillations mostly during run. Figure a) shows
for one example trial from top to bottom the visits (see schema in the top left corner), the running speed,
LFP filtered for 0.1-600 Hz, logarithmic spectrogram for 100-300 Hz and 0-20 Hz and LFP filtered in
the ripple band (150-250 Hz). Red dots indicate the offline detected ripples. The time window size and
bandwidth for 0-20 Hz and 100-300 Hz spectrograms are 1 and 0.5 s and 0.5 and 2 Hz respectively.
Both spectrograms have a window overlap of 0.5 s. Figure b) shows the same but zooms in on the red
square of a). Figure c) zooms in on one ripple (red square in b)).
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Figure 4.8: Ripples occur mostly at the reward site. On the left location of the rat during offline
detected ripples of all trials in session 1 and 3 of phase 3 (day 46, 16 trials and day 50, 17 trials). On
the right three example trials for each session.

p=0.034) but the ripple rate does not (r=-0.02, p=0.76). The increase in number of rip-
ples per visit towards the end of a trial mirrors a similar increase in time spent at the
reward site, see figure 4.4b. The inter-trial memory performance differences (based
on ETR) are not reflected in the average number and rate of SWRs, as no significant
linear correlation was observed (r=0.04, p=0.81 and r=0.07, p=0.78, see figure 4.10).

4.3 Closed-loop experiments

This section shows the data from phase 4 where closed-loop disruption of hippocam-
pal SWRs was performed using electrical stimulation of the VHC in nearly all sessions.
Those daily sessions contain ripple disruption trials and stimulated control trials that
alternate randomly (see inset figure 3.4). In a disruption trial the VHC is stimulated
immediately following a ripple detection, resulting in a disruption of the detected ripple.
In a stimulated control trial the stimulation occurs 100-250 ms after the ripple detection,
hence does not influence the detected ripple but still stimulates the brain at a compa-
rable rate as in the disruption trials. This controls for the effect of electrical stimulation
alone. An extra control is provided by 3 sessions (one in the middle and two at the
end of phase 4) where no stimulation occurred. Short (300 ms) LFP traces from a
disruption, stimulated control and unstimulated control trial are shown in figure 4.11.
The dashed line indicates a ripple detection, the red line a stimulation.
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(a)

(b) (c)

Figure 4.9: Intra-trial variability: Number of ripples but not the ripple rate changes throughout
a trial. Figure a) shows schematically the visits with ripples (red). Figure b) and c) show the number
of ripples and ripple rate across visits. Ripple rate is calculated as the number of ripples during a visit
divided by the time spent at the reward for that visit. Vertical lines indicate the 25-75 IQR and large dots
indicate the average. There is only a significant linear regression for the number of ripples indicating a
positive correlation with visit number (r=0.16, p=0.034 for number of ripples, r=-0.02, p=0.76 for ripple
rate, KW). (Data from phase 3 session day 46, and 50, 34 trials in total)

(a)

(b) (c)

Figure 4.10: Inter-trial variability: Number of ripples and ripple rate at the reward site do not
correlate with trial performance. Figure a) shows schematically a trial with performance equal to five
(entries until repeat, ETR=5) . Figure b) and c) show the number of ripples and ripple rate during a
visit across various performance levels. Ripple rate is calculated as the number of ripples during a visit
divided by the time spent at the reward site for that visit. Vertical lines indicate the 25-75 IQR and the
large dot indicates the average time over all number of ripples and ripple rate during a visit for trials with
a specific performance. Both for the number of ripples and ripple rate during a visit there is no significant
linear regression showing no correlation with the trial performance (r=0.04, p=0.81 and r=0.07, p=0.78
respectively, KW). (Data from phase 3 session day 46 and 50, 34 trials in total)
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4.3.1 Run speed nor trial performance is influenced by ripple dis-
ruption

The closed-loop experiments for this paradigm are performed to investigate a causal
relation between hippocampal SWRs and RE-WM. If hippocampal SWRs are causally
involved in the expressioin of RE-WM in a trial, then it is expected that disruption of
SWRs in a trial leads to decreased trial performance (i.e. lower ETR). In contrast, no
significant difference was found between all three groups (median [IQR]: 8 [7, 8], 7 [7,
8] and 8 [6.5, 8] for the disruption, stimulated control and unstimulated control respec-
tively, p=0.38 for disruption and stimulated control, p=0.67 for all three distributions,
KW). Note that the averages are all higher than the average for the simulated random-
choice rat (median [IQR]: 4 [3, 5.25]) showing that also in this phase of the experiment
the rat makes its arms choices in a non random fashion (see section 4.1.1). Figure
4.11a, 4.11b and 4.11c show the performance distributions.

An effect of the ripple disruption on total RE-WM could also be observed in a change
in general behaviour of the rat on the maze. Section 4.1.1 introduced two ways to look
at this; speed distributions for different parts of the maze and the arm-pick distribution
quantified with the stereotypy index (SI). The first one shows whether the rat moves
from reward to reward site which is required to perform the win-shift paradigm. The
second one shows whether the rat makes the non-random arms choices by using its
RE-WM or because it has an egocentric arm-pick bias. Both are investigated for all
three trial groups.
Consistent with the behaviour of phase 3 the rat is in all three trial types (disruption,
stimulated control and unstimulated control) mostly immobile on the rewards sites (me-
dian [IQR]: 3.51 cm/s [1.69, 9.38], 3.47 cm/s [1.71, 9.20], 3.36 cm/s [1.66, 7.78]) and
has an intermediate (median [IQR]: 39.87 cm/s [27.59, 50.66], 40.97 cm/s [29.08,
51.66], 40.15 cm/s [27.16, 51.41]) and high speed (median [IQR]: 53.65 cm/s [42.38,
62.18], 54.46 cm/s [43.50, 62.74], 54.76 cm/s [43.38, 64.19]) at the platform and arms
respectively. No significant differences between mean trial run speed distributions
for different maze regions were observed between the three groups of trials (reward:
p=0.63, platform: p=0.72, arm: p=0.31, KW). When comparing only the disruption and
stimulated control trials also no significant difference was observed (reward: p=0.64,
platform: p=0.50, arm: p=0.28, KW). Thus, ripple disruption did not influence the run-
ning speed. Figure 4.11 shows the speed distributions for all three groups of trials.
Figure 4.12 presents the arm pick distributions for all three groups of trials. The SI for
the disruption trials is slightly higher than those for the stimulated control trials (SI [IQR]:
0.43 [0.40, 0.46] and 0.41 [0.38, 0.44] respectively). In the unstimulated control trials
the rat has a very strong arm-pick preference (SI [IQR]: 0.65 [0.625, 0.71]). A possible
explanation for this result is that since most of the control trials come from sessions
at the end of the experiment (day 72 and 73) the rat developed a higher stereotyped
behaviour as a consequence of overtraining. For that reason the analyses of the un-
stimulated control trials will not be further discussed in the main text but are included
in the supplementary. The observation that the SI is also higher than the one observed
in phase 3 (SI [IQR]: 0.36 [0.36, 0.48]) is consistent with this. We also note that the
rat now has a strong arm-pick preference to the (second) right whereas previously its
preference was the first and second arm left. A different maze configuration and a
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(a) Disruption

(b) Stimulated control

(c) Unstimulated control

Figure 4.11: Trial performance histograms and speed distributions for disruption, stimulated
control and unstimulated control trials. Figure a), b) and c) show data from phase 4 for the disruption
trials (N=52), stimulated control trials (N=55) and unstimulated control trials (N=24). On the left an
example of local field potential and corresponding detection/stimulation protocol for each type of trial.
Detections are indicated with a dashed line and the red line indicates the stimulation. In the centre
the performance histograms of the rat and on the right the speed distributions for different parts of the
maze as indicated in figure 4.2a. The speed distributions are not significantly different when comparing
the three groups of trials (reward: p=0.63, platform: p=0.72, arm: p=0.31, KW). When comparing only
the disruption and stimulated control trials also no significant difference was observed (reward: p=0.64,
platform: p=0.50, arm: p=0.28, KW).
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(a) Disruption (b) Stimulated control (c) Unstimulated control

Figure 4.12: Rat prefers to turn to the (second) right. Figure a), b), c) show the normalized ego-
centric arm pick distribution for all disruption, stimulated control and unstimulated control trials. In d)
the quantification of the stereotypy index (SI) for the distributions for the three types of trials (SI=0: all
arms are visited equally, SI=1: only one arm is visited). The error is calculated by bootstrapping over
the contributing trials (500 times, sample size: 100%). (Data from phase 4, all session, 52 disruption,
54 stimulated control and 24 unstimulated control trials)

week recess between phase 3 and 4 could be possible explanations for this switch.

4.3.2 Inter-trial variability in time spent at the reward site and plat-
form is observed only when ripples are disrupted

To look for other effects of ripple disruption we analysed the time spent at the reward
site and platform, during visits and inter-visits, throughout the trial and across perfor-
mance levels. Average time spent (median [IQR]) at the reward site during visits and
on the arms and platform during inter-visits are 7.12s [5.92, 8.59], 1.21s [1.10, 1.33]
and 1,76s [1.56, 2.20] for disruption trials and 6.96s [5.92, 8.44], 1.19s [1.11, 1.30]
and 1.76s [1.52, 2.20] for stimulated control trials The differences for the time spent at
the reward site, arm and platform between disruption and stimulated control trials are
not significant (p=0.68, p=0.95, p=0.84, KW). Thus, ripple disruption does not seem to
interfere with the average time spent at the reward site, arms or platform.
Next the intra-trial and inter-trial behavioural variability was analysed by looking at av-
erage time spend across visits and across performance levels.
Ripple disruption did not have an effect on the intra-trial behaviour as shown by a sim-
ilar increase towards the end of a trial in the time spent at the reward site and platform
during visits and inter-visit periods for both groups of trials, see figure 4.13. The anal-
ysis is done in the same way as described in section 4.1.2 and all linear regressions
have a p value <0.0001.
However, when averages of the times spent at different maze regions are calculated
for trials with the same performance and compared, there is a negative trend to-
wards higher performances only for the disruption trials (r=-0.18, p=0.0060 and r=-0.12,
p=0.023 for time spent at the reward site and platform respectively). The result for the
stimulated control trials is similar to the result for phase 3, that is no significant linear
correlation.
Figure 4.15 shows the inter- and intra-trial analysis of the SI index for the two groups of
trials (same analysis as described in section 4.1.2). The SI, characterising the choices
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during inter-visit periods, for trials with the same performance does not show any clear
trend with performance but when looking at the SI across visits, something interesting
is observed. The SI increases slightly towards the end of the trial with a dip at the
choice going from visit 4 to 5. This dip is even more profound in the unstimulated con-
trol trials (see figure S5). The dip can be understood by realising that the rat prefers
the second arm on its right. When it takes that arm three times it cannot make that
arm choice another time since that would be a re-entry into the first arm. The dip is
stronger in the unstimulated control because stereotypical choice behaviour is stronger
as indicated by a higher SI.
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(a) Disruption

(b) Stimulated control

Figure 4.13: Intra-trial variability: Rat spends more time at the reward site and platform towards
the end of a trial in both disruption and stimulated control trials. Figure a) and b) show the time
spent at the reward site (left), during a visit, and on the platform (right), during an inter-visit, for disruption
and stimulated control trials respectively. Vertical lines indicate the 25-75 IQR and large dots indicate
the average time over reward site and platform visits of all trials for a specific visit/inter-visit period.
The 8th reward site visit is not considered since the rat was taken out after eating of the reward (∼ 5s
). For the two groups both the time spent on the reward site and platform show a significant positive
linear regression with visit/inter-visit number (r=0.41 and r=0.30, r=0.35 and r=0.31 for reward site and
platform, disruption and stimulated control respectively, for all p < 0.0001, KW). (Data from phase 4, all
stimulation sessions, 52 disruption trials and 55 stimulated control trials)
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(a) Disruption

(b) Stimulated control

Figure 4.14: Inter-trial variability: Time spent at the reward site and platform shows a significant
negative correlation with trial performance only in disruption trials. Figure a) and b) show the
average time spent at the reward site (left) and on the platform (right) across various performance levels
for all disruption and stimulated control trials respectively. Vertical lines indicate the 25-75 IQR and
the large dot indicates the average over all reward site and platform time spendings during trials with a
specific performance. The 8th reward site visit is not considered since the rat was taken out after eating
of the reward (∼ 5s). Both for the time spent on the reward site and platform in the stimulated control
there is no significant linear regression showing no correlation with the trial performance (r=-0.02, p=0.71
and r=0.01, p=0.87, KW). For the disruption trials on the other hand a significant negative correlation is
observed for both reward site and platform (r=-0.18, p=0.00060 and r=-0.12, p=0.023, KW). (Data from
phase 4, all stimulation sessions, 52 disruption trials and 55 stimulated control trials)
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(a) Disruption

(b) Stimulated control

Figure 4.15: Stereotyped behaviour changes towards the 4th visit in both disruption and stimu-
lated control trials but does not correlate with performance. Figure a) and b) show the stereotypy
index (SI) characterising the arm pick distribution for inter-visit periods (left) and across performance lev-
els (right) for all disruption and stimulated control trials respectively (SI=0: all arms are visited equally,
SI=1: only one arm is visited). Number above data point indicates the number of choices in the corre-
sponding arm pick distribution. The error is calculated by bootstrapping over the contributing trials (500
times, sample size: 100%). Number of trials for the inter-visit arm pick distribution (left) is equal to the
number of choices and for the performance arm pick distribution (right) equal to the number of choices
divided by the performance. (Data from phase 4, all stimulation sessions, 52 disruption trials and 55
stimulated control trials)



Chapter 5

Discussion and conclusion

5.1 Main results and interpretation

Recent-event working memory (RE-WM) is defined in a recent review [25] as that part
of the mind that can be used to keep track of recent actions and their consequences
in order to allow sequences of behaviours to remain effective over time. As explained
in section 2.3.3 this is the memory necessary for solving the win-shift paradigm on the
8-arm radial maze and represents a combination of short-term spatial memory and
decision making. Awake hippocampal replay has been suggested to be important for
short-term memory [60] [22] and decision making [30] [48] [91]. For that reason the
8-arm radial maze with win-shift paradigm was chosen as behavioural protocol to in-
vestigate the role of hippocampal SWRs for short-term memory and decision making
or in short, RE-WM.
Trial performance is quantified by the number of arm visits prior to an erroneous re-
visit. The rat performed better than the simulated random-choice rat, indicating that
arm choices are not made randomly. We also observed that both the time spent at
the reward site and platform increased with visits in a trial but not across performance
levels. The number of ripples at the reward site showed similar trends. However, the
ripple rate, defined as the number of ripples at the reward site divided by the time spent
at the reward site for that visit, showed no change across visits nor performance levels.

The working hypothesis for this experiment is that awake hippocampal SWRs are
important for RE-WM. During ripples cell-firing sequences related to previous experi-
ences are replayed which could be a possible mechanism by which recent memories
are recalled [43] [30] to make future decisions [32] [91] [105] [30] or to construct novel
paths [37] [81]. We observed that the time spent at the reward site and the number
of ripples positively correlates with the increasing RE-WM load in a trial i.e. the more
visits a rat makes, the more previously visited arms need to be kept in WM. In this sce-
nario, replay events may serve to maintain and update RE-WM, in which case replay
events would be expected to represent the current and previously visited arms, rather
than the yet-to-be-visited arms. Future experiments with large scale cellular recordings
could test this.
If the above model is true, time spent at reward site and number ripples at reward site
should also positively correlate with trial performance. In trials with a higher perfor-
mance more previous visits have to remembered to make a correct arm choice later in

52
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the trial. This increases the RE-WM load and thus also the average time spent and the
number of ripples at the reward site. However, we observe no such relation. To recon-
cile the two findings, a different model can be considered: the rat spends on average
less time at the reward site and platform during the early visits (1-4) in a trial compared
to the late visits (5-8) in a trial. No variation across performance levels indicates that
on average the rat spends as much time at the reward site or platform for each visit
when an error is made in an early visit (low performance and low ETR), as when an
error is made in a late visit (high performance, high ETR). This indicates that for low
performance trials, which are dominated by early visits, the rat spends more time at
the reward site and platform from the beginning. Whereas for high performance trials,
the rat spends less time in early visits and increasingly more time in later visits until
an error is made. Time spent and the number of ripples still increase over visits in
each trial, but the rate at which these changes occur varies across trials and inversely
relates to the performance in a trial. Additional analyses can be performed in the future
to address this issue more directly. If this model is true, the time spent at the reward
site and number of ripples may reflect the level of uncertainty of the rat regarding its
next choice, and replay events may represent the evaluation of possible arms to visit
in the near future, rather than the most recently visited arms (although available data
goes against this, because awake replay often represents the current arm; again future
experiments could test this).

In either model, perturbing replay events by disruption of SWRs would be expected
to negatively affect trial performance. Our experiments did not provide evidence for
this, as the entries until repeat measure did not differ between disruption and control
trials. What did change after SWR disruption, however, was that time spent at reward
site and platform became negatively correlated with the trial performance. In light of
model 2 above, this result could point to an increased level of uncertainty, but it is cur-
rently unclear why this does not result in a measurable reduction in task performance.
Previous lesion experiments did show that learning the 8-arm radial maze win-shift
paradigm is hippocampus dependent [72]. On top of that, hippocampal lesions also
strongly influenced the overall behaviour of the rat [79].
It is possible that other hippocampal activity is necessary to properly solve the task
and contributes to RE-WM. Theta sequences for example have been implied to reflect
goals and be involved in future planning [118]. On the other hand, the 8-arm radial
maze win-shift task as performed in this study can be solved using strategies that do
not require RE-WM. For example, the rat could learn a fixed sequence of arm visits
or use a (counter)clockwise serial searching strategy, resulting in a stereotypical set
of choices. The next section (section 5.2.1) describes the measures taken throughout
the experiment to reduce the stereotyped behaviour, but it was still there. Incidentally,
finding a way to quantify stereotypy is hard (see section 5.2.2). Given that the rat de-
veloped a stereotypical choice pattern, the dependence on RE-WM to solve the task is
greatly reduced.
The observation that the ripple rate did not change over visits in a trial nor across per-
formance levels might be consistent with this. Previous studies suggests that the ripple
rate (and not the number of ripples) corresponds to memory performance. A report
from Papale et al showed a negative correlation between the ripple rate and vicarious
trial and error (VTE) behaviour which suggests that an increased certainty at choice
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points is caused by a higher ripple rate at previously visited reward sites [88]. Another
study suggest that the ripple rate reflects the engagement of the rat in a task [41]. It
is also possible that lower RE-WM load due to high stereotyped behaviour decreased
strongly the engagement of the rat in the task which could account for the similar ripple
rate throughout a trial and across performance. It is possible that the rat knew that
it can restart multiple times in one session. It therefore didn’t care too much about
making an error and was less engaged in the task. Increasing the inter-trial time and
performing less trials in one daily session could solve this problem.
The reduced RE-WM requirement may explain why SWR disruption did not have an
effect.

In the future the task will be adapted so that the performance can not be influenced
by stereotyped behaviour (see section 5.3).

5.2 Stereotyped behaviour

Performance on the 8-arm radial maze with win-shift paradigm is quantified in this ex-
periment by counting the number of visits before a re-entry (ETR). Other possibilities
are counting the number of re-entries or correct visits during a fixed number of visits
[82] [79] [47] [65] [117]. Mostly the performance of the rat is thereafter compared to the
performance of a simulated random-choice rat which was also done in this experiment.
However, careful observation indicates that there exist many other strategies that do
not require high memory performance but still lead to a high performance, for example
the (counter)clockwise serial searching strategies. These stereotyped behavioural pat-
terns rely on the animal’s spontaneous motor preference and are not hippocampus de-
pendent. To address the involvement of the hippocampal SWRs in solving the win-shift
paradigm it is thus very important to reduce and quantify the stereotyped behaviour
in the task [65]. Especially when trying to establish a causal link using closed-loop
disruption we have to know to what extent the observed behaviour is memory driven.

5.2.1 Unequal angles between arms reduce but not prohibit stereo-
typed behaviour

Normally the 8-arm radial maze has doors at each entry that can be opened and closed
together on command [117]. The rat is put on the platform with all doors initially closed.
A trial starts with all doors opening together and the rat is allowed to make a free choice.
Each time the rat returns to the platform this process is repeated. In this way a control-
lable delay is introduced between the arm-choices which discourages the development
of stereotyped behaviour [38]. The maze used in this experiment has no automated
doors and is referred to as the free-choice 8-arm radial maze. To discourage stereo-
typed behaviour other strategies were explored.
Previous behavioural research shows that a rat’s behaviour strongly depends on the
geometry of the maze. For example when two arms of the 8-arm radial maze are par-
allel but the others equally radially distributed, one of the parallel arms is significantly
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less visited than the other arm [100]. In alternation studies where the rat has to return
to a start arm before visiting another goal arm its performance is strongly influenced
by the angle between the goal arms. Smaller angles reduce the chance of two sub-
sequent goal visits [36] [100]. Thus a rat that does not use its memory to solve the
task but purely relies on spontaneous motor behaviour will always make the same and
preferably large sized turns i.e. stereotyped behaviour [65]. For that reason unequal
angles between the arms were introduced in phase 1, 2 and 3 of the experiment.

As can be seen from the learning curve in figure 3.4 the performance in phase
one was very low, around the average of a simulated random-choice rat. During this
phase the arm configuration changed each subsequent trial. The performance did not
increase over time possibly because the rat got too confused due to the arm changing
and as a consequence was not able to learn the task. This was also observed for the
other three rats (data not shown). For that reason the arms remained fixed during a
daily session in the subsequent phases (phase 2 and 3). The performance immedi-
ately increased but maximal performance was rarely reached. This is consistent with
previous research that showed that rats indeed perform worse on an 8-arm radial maze
with unequal angles between the arms [47].
The eventual goal of this experiment was to look for a link between awake hippocampal
SWRs and RE-WM by comparing memory behaviour between trials with and without
ripple disruption. To make this comparison an overall consistent but not necessarily
high performance is required which was achieved at the end of phase 3. Unfortunately
after day 50 the rat was able to ignore the unequal angles and simply solved the task
by always taking the first arm on its left, complete stereotyped behaviour (SI=1). Most
probably the rat was overtrained on the maze, a danger known from the start. We tried
to limit the number of trials per day during pre-training, but this resulted in a long learn-
ing process that again increased the chance for stereotyped behaviour. There was no
point in continuing to the closed-loop experiments.
After one week of recess the rat was put back on the maze, this time with arms equally
distributed (phase 4). The different configuration was recognised by the rat as a differ-
ent environment and the very strong stereotyped behaviour (SI=1) was not observed
anymore. Figure 3.4 also shows that the performance increased during phase 4 com-
pared to phase 3 (medians [IQR]: 6 [5,6] (phase 3) and 7 [7,8] (phase 4, stimulated
control)). The equal angles thus made the task more easy for the rat, consistent with
previous observations, see [47]. As expected the rat also developed a stronger stereo-
typed behaviour (SI [IQR]: 0.39 [0.37, 0.41] in phase 3 compared to SI [IQR]: 0.42
[0.40, 0.45] in phase 4 (stimulated control)).

5.2.2 Quantification of stereotyped behaviour is challenging

To quantify the overall stereotyped behaviour we introduced a stereotypy index (SI).
This is defined as the difference between the lowest and the highest arm-pick percent-
age and quantifies the normality of the arm-pick distribution. A random rat with no
memory has a uniform distribution with an SI close to zero. The index rises when there
is a clear preference for a certain arm, as was observed for the rat in this experiment.
A rat with good memory but no arm pick preference would also have an SI close to
zero but can be distinguished from the random rat by a higher average performance.
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The SI index together with a performance measure (ETR) provide a good view of the
behaviour of the rat on the maze. However, this SI index can only be defined for popu-
lations of trials.

Other methods to quantify the stereotyped behaviour have been introduced and as-
sign a single index to individual trials. For example, instead of naming the arms from a
to g as was done in this experiment, the arms can also be numbered. The egocentric
arm pick choices are now characterized by a number, the unit of divergence, and the
trial SI is defined as the sum of the units of divergence. A trial SI of 7 reports a complete
clockwise strategy [38]. In another example they looked at the relative frequency of ad-
jacent arm choices [28]. A complete clockwise strategy in this case is represented by
a 100% relative frequency. The downside of these quantifications is that they primarily
focus on one type of stereotyped behaviour; the clockwise strategy. Other arm-pick
preferences are not easily distinguished from random arm-picking using these indices.
Seeing that the rat in phase 4 preferred the second arm on its right the population SI
was a better way to quantify the rat’s stereotyped behaviour in this experiment. A study
from Lanke et al. proposes another way to quantify the stereotyped behaviour for one
trial and this one does allow to distinguish between stereotyped and memory-driven
arms choices [65]. Unfortunately this quantification does not work with the win-shift
paradigm where the rat is taken out after a re-entry as it compares the number of error-
visits in a fixed number of visits of the rat with a random rat with the same stereotyped
behaviour.

The population SI does allow to compare behaviour across various levels of perfor-
mance and across subsequent visits. However, complete interpretation of the results
requires a more sophisticated analysis. A simple linear fitting through the calculated SI
does not take into account the different sampling sizes used to construct the arm-pick
distribution. This is however important since it gives the SI another weight. A possible
way to do the fit without arbitrarily assigning weights is by bootstrapping the arm-choice
population and perform a linear correlation with trial performance and subsequent vis-
its for each bootstrapping sample. The average over all bootstrap linear fits would then
represent a correctly weighted linear fit of the original data.

To conclude, it is challenging but very important to quantify the stereotyped be-
haviour when analysing the memory-performance in the free-choice 8-arm radial maze
with win-shift paradigm. The SI in this paradigm is a good way to quantify that be-
haviour for a population of trials but it would be very interesting to quantify the stereo-
typed behaviour of a single trial.

5.3 Future research

The results described above hint for a role for awake SWRs in RE-WM, which was our
initial hypothesis. This hypothesis emerged from the results of Jadhav et al. who used a
W-mase to show that awake SWRs are necessary to learn a short-term spatial working
memory rule and hypothesised that SWRs are also necessary for the execution of that
rule, i.e RE-WM. We picked the 8-arm radial maze with win-shift paradigm to increase
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the RE-WM load hoping to increase the chance of seeing a performance deficit due to
ripple disruption. However, this was not observed, most likely because the rat had a
strong arm-pick bias. We hypothesise that when using a paradigm with similar RE-WM
load but where performance can not be influenced by stereotyped behaviour, ripple
disruption would induce a performance deficit. Such a paradigm has been used in a
recent study investigating the role of the DG activity and spatial working memory [99].
The paradigm uses an 8-arm radial maze with arms equally distributed and consists of
two phases: a forced phase and a choice phase, see figure 5.1a. There is a door at
each entry that can be closed and opened on command. Initially all doors are closed
and the rat is placed on the central platform. After all arms are baited, one door opens
and the rat is allowed to enter the corresponding arm and consume the reward. This
is repeated four times (forced phase). Immediately after the fourth choice all arms are
made available and the rat has to remember what arms were not presented during the
forced phase i.e. still contain a reward. The most optimal strategy is to visit each arm
only once, a correct trial. When DG lesions were performed, the percentage of correct
trials dropped dramatically 5.1b. This shows that the task is DG-dependent. Seeing
that the DG provides a major input for the CA3 region it is likely that the task is also
CA3-CA1 dependent.
The RE-WM in the above described paradigm is necessary to perform maximally in
the choice phase. The rat can still solve the task using a clockwise/anti-clockwise
strategy but will always have to remember what arms to enter and what arms were
already presented in the forced phase. In this way the stereotypic arm choice does
not eliminate the need for RE-WM. Using a SI=1 strategy will not lead to a correct trial.
If SWRs are involved in RE-WM, ripple disruption in this paradigm should lead to a
performance deficit.

5.4 Conclusion

This project investigated a causal link between awake replay and RE-WM, a combina-
tion of short-term spatial memory and decision making. For this we used extra-cellular
recordings and closed-loop electrical disruption of the hippocampal SWRs in freely-
moving rats. The rats performed a RE-WM task (win-shift paradigm) on the 8-arm
radial maze. We observed that the time spent on the reward site and the number of
ripples increased with increasing visits. More visits have to be remembered towards
the end of a trial to make a correct choice which suggests that replays might reflect the
consolidation and retrieval of previous visits. However, other observations suggest that
the rate at which the time spent and the number of ripples at the reward site change
depends on the trial performance. That is, time spent and the number of ripples are
always very high before an erroneous choice. If this is true more SWRs might reflect an
increased uncertainty concerning the rat’s next arm choice in which case replays would
represent the evaluation of possible future choices. Ripple disruption did not reduce
trial performance but in light of the second model did increase the level of uncertainty.
A large stereotypical arm-choice behaviour might have reduced the RE-WM load and
corresponding need for replay to solve the task. In the future a version of the win-shift
paradigm where performance is not influenced by stereotyped behaviour might provide
more clarity on the role of hippocampal SWR in RE-WM.
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Figure 5.1: Alternative protocol for win-shift paradigm on 8-arm radial maze. a, An alternative
RE-WM task on an eight-arm radial maze with reward locations (orange) at the end of each arm. Four
arms were individually presented during the forced phase, after which all arms were made available in
the choice phase. Open and closed arms in the schematic are shown in white and grey, respectively. b,
Mean (± s.e.m. ) percent correct performance in the spatial WM task as a function of testing day. Selec-
tive pharmacological lesions of dentate granule neurons with colchicine resulted in significant memory
impairment (n = 5 control rats, 11 lesioned rats; F1,70 = 16.07, P = 0.0013, repeated-measures ANOVA;
P < 0.05, comparison between groups). (Figure from [99])



Supplementary figures

(a) (b)

(c)

Figure S1: Rat spends most of its time at the reward site. Rat has an arm preference. The nor-
malised egocentric arm pick distribution for a simulated random rat (a)) and the real rat (b)). The sim-
ulated rat picks arms randomly, excluding the arm it is currently in (no 180 degree turns). In c) the
quantification of the stereotypy index for the distributions for the random rat and real rat. (SI=0: all arms
are visited equally, SI=1: only one arm is visited). The error is calculated by bootstrapping (500 times,
100%) over the contributing trials.
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(a) (b) (c)

Figure S2: In phase 3, the animal has an arm preference rather than an angle preference. The
angles between the arms in phase 3 are unequal with a minimal angle of 30° and a maximal angle 150°
(protocol b, see figure 3.4). As a consequence there are 11 possible positions for the arms relative
to the rat at each choice and thus labels start from 30° for the first position on its left to 330° for first
position on its right. Figure a) presents the normalised egocentric angle presence distribution showing
the chance an arm was present at a certain angle. Figure b) presents the normalised egocentric angle
pick distribution showing the chance the rat picked an arm at a certain angle. Despite the fact that not
every angle can be chosen at each choice (only 7 of the 11 positions contain an arm), normalisation is
also performed by division with the total number of choices. This is reasonable since the arm presence
distribution (figure a)) is almost uniform over all 47 trials. Figure c) presents the same data as in figure
4.3b, the normalised egocentric arm-pick distribution over all trials. (Data from part 3 session day 46, 48
and 50, 47 trials in total)

Unstimulated control

Figure S3: Rat spends more time at the reward site and platform towards the end of a trial in
unstimulated control trials. This figure shows the time spent on the reward site (left), during a visit,
and on the platform (right), during an inter-visit for unstimulated control trials. Vertical lines indicate
the 25-75 IQR and large dots indicate the average over reward site and platform time spendings of all
trials for a specific visit/inter-visit period. The 8th reward site visit is not considered since the rat was
taken out after eating of the reward (∼ 5s). For both the time spent on the reward site and platform
there is a significant linear regression showing a positive correlation with visit/inter-visit number (r=0.34
and r=0.37 for reward site and platform respectively, for all p < 0.0001, KW). (Data from part 4, all
unstimulated control session, 24 trials)
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Unstimulated control

Figure S4: Time spent at the reward site and platform across performance levels for unstimulated
control trials. This figure shows the time spent on the reward site (left), during a visit, and on the
platform (right) across performance levels for unstimulated control trials. Vertical lines indicate the 25-75
IQR and large dots indicate the average over reward site and platform time spendings of all trials with a
specific performance. The 8th reward site visit is not considered since the rat was taken out after eating
of the reward site (± 5s). There is a negative linear correlation for the time spend at the reward site (r=
-0.14,p=0.071, KW) and no linear correlation for the time spend at the platform (r=0.07, p= 0.35, KW).
Data from part 4, all unstimulated control session, 24 trials.

Unstimulated control

Figure S5: Stereotyped behaviour changes towards the 4th visit but does not correlate with per-
formance in the unstimulated control trials. This figure shows the stereotypy index (SI), characteris-
ing the arm pick distribution for inter-visit periods, throughout a trial (left) and across performance levels
(right) for unstimulated control trials (SI=0: all arms are visited equally, SI=1: only one arm is visited).
Number above data point indicates the number of choices in the corresponding arm pick distribution.
The error is calculated by bootstrapping over the contributing trials (500 times, sample size: 100%).
Number of trials for the inter-visit arm pick distribution (left) is equal to the number of choices and for the
performance arm pick distribution (right) equal to number of choices divided by the performance. Data
from part 4, all unstimulated control session, 24 trials.



Bibliography

[1] GK Aghajanian, FE Bloom Brain Research, and undefined 1967. The formation
of synaptic junctions in developing rat brain: a quantitative electron microscopic
study. Elsevier.

[2] Per. Andersen. The hippocampus book. Oxford University Press, 2007.

[3] N. Axmacher, C. E. Elger, and J. Fell. Ripples in the medial temporal lobe are
relevant for human memory consolidation. Brain, 131(7):1806–1817, jul 2008.

[4] Frederico A.C. Azevedo, Ludmila R.B. Carvalho, Lea T. Grinberg, José Marcelo
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[14] György Buzsáki. Two-stage model of memory trace formation: A role for ”noisy”
brain states. Neuroscience, 31(3):551–570, jan 1989.
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Jokbas Žiburkus. Inhibitory Neuron and Hippocampal Circuit Dysfunction in an
Aged Mouse Model of Alzheimer’s Disease. PLoS ONE, 8(5):e64318, may 2013.

[51] DO Hebb. The organization of behavior: A neuropsychological theory. 1949.

[52] Darrell A. Henze, Zsolt Borhegyi, Jozsef Csicsvari, Akira Mamiya, Kenneth D.
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[115] Gido M. van de Ven, Stéphanie Trouche, Colin G. McNamara, Kevin Allen, and
David Dupret. Hippocampal Offline Reactivation Consolidates Recently Formed
Cell Assembly Patterns during Sharp Wave-Ripples. Neuron, 2016.

[116] DA Wells. The Science of Common Things; a Familiar Explanation of the First
Principles of Physical Science, Etc. 1857.

[117] Gary L Wenk. Assessment of spatial memory using the radial arm maze and
Morris water maze. Current protocols in neuroscience / editorial board, Jacque-
line N. Crawley ... [et al.], Chapter 8(January 2013):Unit 8.5A, 2004.

[118] Andrew M. Wikenheiser and A. David Redish. Hippocampal theta sequences
reflect current goals. Nature Neuroscience, 2015.



BIBLIOGRAPHY 71

[119] M. Wilson and B. McNaughton. Dynamics of the hippocampal ensemble code
for space. Science, 261(5124):1055–1058, aug 1993.

[120] Lucia Wittner, Darrell A. Henze, László Záborszky, and György Buzsáki. Three-
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