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Abstract

Bias and fairness in AI are topics that recently gained traction in research, but also with

lawmakers. Bias and fairness in AI mainly focus on the possible mistreatment of people by

an AI system and how to mitigate that risk. Many factors can cause disparate treatment

and require both a technical and social eye to identify. The EU proposal for an Artificial

Intelligence Act will force many companies to evaluate the AI they currently use and

plan to use in the future. The goal of this dissertation is to go through the process of

creating a simple logistic regression classifier and exploring the notion of fairness. This

requires first looking at society and the role of the AI system in it. Then, different fairness

definitions and types of bias are discussed. From there, a toy example is used to test and

explain different simple techniques to influence an AI system’s fairness. Finally, it is

shortly discussed how and why an AI system must be monitored after being taken into

production.
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I. INTRODUCTION 

Bias and fairness in AI are fairly recent topics, with the first 

mention of it being made in 2010 [1]. However, the topic 

gained much traction in recent years, with even several 

dedicated conferences [2]. Bias and Fairness in AI research 

focus on creating an AI system which treats everyone fairly, 

meaning no discrimination against non-relevant attribute of a 

person.  

 

This dissertation will focus on the different decisions and 

analyses that must be made when creating a binary classifier. 

This binary classifier will use logistic regression and pertains 

to the subject of succeeding or not in higher education. In the 

theoretical analysis, the example used will be the SIMON-test, 

and during the practical analysis, the OULAD data set will be 

used because the data from the SIMON-test is not publicly 

available.  

 

The SIMON-test is a tool for prospective students that 

predicts whether or not they are likely to succeed in a certain 

degree within higher education. Any disparate behaviour in 

such a system could negatively impact the futures of 

prospective students from a certain group within society.  

 

The importance of bias and fairness in AI can be seen through 

likely the most well-known real-world example. This is the 

example of Northpointe’s COMPAS software [3]. The AI 

system was used for a risk assessment on whether or not 
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someone would commit a crime again. The original analysis 

of the system did not include whether it showed any 

discrimination.  

 

After the software was already in use, an analysis showed a 

difference of two percentage points between black and white 

men. This indicated that the system did not discriminate. 

However, ProPublica journalists made a more thorough 

analysis, also taking into account the type of mistakes the 

system made. This is relevant as predicting someone would 

commit another offence when in fact, they would not is less 

favourable for the individual than the other way around. The 

analysis from ProPublica showed that people of African 

American descent were twice as likely to be predicted to 

commit another offence when in truth, they would not in 

comparison to white people making the AI system clearly 

discriminatory against people of African American descent.  

II. RELATED WORK 

The inspiration for this dissertation came from the work of 

Boris Ruf et al. in Towards the Right Kind of Fairness in AI 

[4]. In this work a type of fairness compass was constructed in 

order to help people decide on the correct measure to indicate 

fairness. This dissertation took a different route by not giving 

a recommendation but rather including all relevant 

information to give the reader the ability to make the decision 

themselves. The work of Tai Le Quy et al. [5]  shows an 

interesting way of finding biases in the data sets through the 

use of Bayesian networks. In A survey on Bias and Fairness 

in Machine Learning, many sources of biases and different 

types of fairness definitions are included, together with some 

context, in order to understand the contents better [6]. The 

final work that is interesting within the context of bias and 

fairness in AI is the work of Allesandro Castelnovo et al. in A 

clarification of the nuances in the fairness metrics landscape. 

This work gives a strong socio-technological analysis of the 

concept and different definitions [2].  

 

III. SOCIAL FRAMEWORK 

The society in which the AI system is released is vital to 

determine the concept of what is fair and what is bias. The 

first elements that indicate these aspects is the relevant 

legislative framework. On the other hand, it is also important 

to analyse the business case for an AI system and what factors 

are important to make it profitable.  
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A. Current European Union legislation 

The current legislation in the European Union is not 

equipped to handle the arrival of AI systems [7]. Currently, 

the plaintiff must prove that an AI system makes incorrect 

predictions or, in other words, discriminates. However, an AI 

system is a fairly black-box system, making it nearly 

impossible to prove that it enforces disparate behaviour.  

 

B. European Union proposal for an Artificial Intelligence 

Act 

In order to handle these shortcomings in the current 

legislation, the European Union proposed an Artificial 

Intelligence Act. This would introduce a new system that 

requires certain high-risk applications to guarantee fair 

behaviour. These high-risk applications are applications that, 

when in use, could violate an individual’s human. This 

characteristic of high risk depends on the situation in which 

the AI system is used. A couple of situations are explicitly 

mentioned in the proposal as high-risk, but these are not 

limiting.  

 

This makes the SIMON-test an interesting example of an AI 

system as it operates in one of the named high-risk areas, 

namely education. If a certain group receives worse 

predictions than they should on average, this directly affects 

their future and subsequent opportunities.  

C. Business aspect 

Businesses also benefit from creating fair AI systems, or 

rather they would suffer from implementing an unfair system. 

Implementing an unfair AI system would cause harm to the 

image of the company and could cause customers to stay 

away [8]. It could even further lead to more restrictive 

legislation being introduced if unfair AI systems became too 

prevalent [9]. This legislation could lead to more expensive 

development costs or less powerful models, both possibilities 

being undesirable.  

IV. TYPES OF FAIRNESS 

It is important first to define what fairness is. The 

Cambridge Dictionary defines fairness as the quality of 

treating people equally or in a way that is right or reasonable. 

However this definition is not interpretable by computers 

which depend on mathematical expressions. This means that 

this subjective interpretation needs to be translated into a 

mathematical expression and thus quantifying what fairness 

is. This expression is also called a fairness definition.  

 

There are two main types of fairness definitions. The first type 

consists of definitions that work on an individual level. These 

mainly work on the premise that similar individuals should 

receive the same results. While this type might seem the best, 

it has shortcomings in that the definition is either too lax or 

very difficult to implement correctly without introducing a 

different form of bias.  

 

The other types of definitions work with group fairness. These 

definitions require a form of equality between two groups in a 

statistical metric. This division of groups happens on a 

sensitive attribute. A sensitive attribute is a characteristic of 

an individual on which a decision should not be made. 

Common examples of sensitive attributes are age, gender, and 

ethnicity.  

 

Often, one of these fairness definitions are not sufficient on 

their own and requires some combination of them. However, 

not all definitions can be combined, specifically those from 

the group fairness definitions. This is due to the equality of 

the statistical metrics; the relationship between these metrics 

is partially dictated by their base rates (the fraction of actual 

positives in the set). As base rates can differ between groups, 

this means that not all statistical measures can be equal due to 

this dependency on the base rate.  

 

Deciding what definition best encapsulates the system’s goal, 

is very dependent on the context. In the case of the SIMON-

test, there is a clear value difference between false positives 

and false negatives as mistakes. A false positive predicts that a 

student would succeed at a certain degree while they would 

not in reality; false negatives are the inverse of this. It is thus 

much worse for a student to receive a false negative compared 

to a false positive. Therefore the fairness definition is 

dependent on the fraction of false negatives compared to true 

positives. This definition is called equal opportunity. 

However, equalling this statistical measure is slightly 

insufficient, and therefore it also seems best to require equal 

accuracy between both groups.   

V. DATASET ANALYSIS  

A. Theoretical sources of bias 

An AI system would not create an unfair situation by itself. 

Instead, this is due to bias inside the data set on which the 

system was trained. This bias arises from the people who 

generate the data for the data set. It is beneficial to know how 

and where these biases can arise in order to possibly prevent 

these biases or at least be aware of their existence.  

 

In order to understand where the biases are introduced in the 

data set, it is necessary to know how the life cycle of data 

gathering works. However, these different stages influence 

each other, creating a type of feedback loop portrayed in 

Figure 1.  

 

The data collected for fair AI systems contain some form of 

human information. This information can be collected 

passively or actively but will always require some form of 

human input. This human input is the first possible location 

where bias can be introduced [10]. These biases can arise 

because of a different setting in which the data is collected. If 

this difference is inherent to one of the groups defined by the 

sensitive attributes, then it introduces bias. Another possibility 

is that the bias is introduced by inherent differences between 

these groups in society. Although part of society, these 

differences can often still be undesirable, especially with older 

data.  
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Figure 1:  The feedback loop between different stages relevant to 

data collection 

The next step in the cycle is the data itself, meaning the 

collection of all the user input. Bias in the data set can be 

correlated with how accurate the data set is compared to the 

real world. These inaccuracies or biases can be that the 

collected data does not reflect the use population of the 

application. This means that certain groups are under or 

overrepresented. Another possibility might lie in the data 

itself, with certain features not reflecting what they should or 

missing information in the data set. These biases are almost 

surely going to be present because making the perfect data set 

nears the impossible.  

 

The final point where bias can arise is through the algorithm 

itself. The first possible way an algorithm introduces bias into 

the data set is that the algorithm dictates with what a user can 

or most likely will interact. If the algorithm does this in a 

disparate way across users, then this will result in skewed 

data. Another possibility is that bias is introduced during the 

development of the new algorithm. These are types of biases 

the developer needs to be wary of and prevent them from 

happening. The final type of bias introduced by the algorithm 

is related to the deployment of the algorithm. If the 

deployment is skewed from the original intention or certain 

elements shift in its environment, then bias can arise because 

it is not used in the setting for which it was intended. This 

means that the decisions made during the development 

process can be wrong as they were not made with this type of 

use of the application in mind.  

 

B. Analysing biases on the SIMON-test 

The analysis for the user interaction type biases is possible 

with the current knowledge of the SIMON-test because the 

platform is available to analyse. The most likely introduction 

of bias by the user interaction would be the environment in 

which the prospective students fill out the SIMON-test. This 

is an uncontrolled variable, but it could significantly impact 

their results for the different tests inside the system.  

 

As the data set of the SIMON-test is not available, it is near 

impossible to determine if any biases are present inside it. 

Biases through the algorithm can be evaluated from a 

theoretical standpoint. Biases that arise because the algorithms 

show different things to different people will not arise in the 

SIMON-test as there is no AI behind it with which a 

prospective student would interact. Currently, a simple form 

of regression is used as the model, making it unlikely that the 

development process introduced bias into the system. 

However, this is impossible to verify without access to the 

algorithm and data itself. Finally, the deployment of the 

system is carried out by the same people that developed it. 

This, together with the regular upkeep, makes it unlikely for 

any bias to be introduced through its deployment.  

C. The OULAD data set  

The OULAD data set is a public data set that contains the 

activity information of students on the online learning 

platform of the Open University [11]. The data in this data set 

is then transformed into training data for the task of predicting 

whether or not a student would pass this course based on their 

activity on this online learning platform. One of the strongest 

advantages of the OULAD data set is that a lot of sensitive 

attributes are encoded into it. It is possible to check the 

fairness of whether the student has a disability, their gender, 

their age range, and welfare based on where they live.  

 

For the OULAD data set, an extensive analysis was 

performed on the data set in order to detect biases. The 

distribution in the data set was compared to the demographic 

characteristics of society in order to assess if the data set was 

representative of society. However, this is a generalisation as 

it is not sure if the general population should be seen as the 

user population. In the creation of the data, the labels were 

also simplified in order to make the decision binary while still 

containing a sufficient amount of data.  

  

VI. BIAS MITIGATION TECHNIQUES 

The biases discussed in the previous section cannot always 

be prevented from occurring in a data set, such as biases that 

arise from society itself. Therefore, it is sometimes necessary 

to compensate for these biases in the algorithm. In order to do 

this properly, a fairness definition or a combination thereof 

needs to be established. As mentioned before, not all 

definitions can be used at the same time, which is something 

that needs to be taken into account when choosing a 

combination of fairness definitions. The goal of these bias 

mitigation techniques will be to satisfy the chosen definitions.  

 

Within these techniques, three categories can be distinguished. 

These categories are based on the moment in the process of 

training the machine learning algorithm where they intervene. 

While a certain type of technique might be much more 

effective than others, there is also an element where it may be 

possible to apply the technique given certain constraints most 

systems are under. The three categories are pre-processing, in-

processing and post-processing.  

 

A. Pre-processing 

Pre-processing techniques will make changes to the data 

before it is fed into the machine learning algorithm. The goal 

of this technique is to remove bias from the data itself. This  

bias removal can be performed pre-emptively or at runtime 

[12]. 

 

A technique that is somewhat controversially called pre-

processing is fairness through unawareness. In fairness 

through unawareness, the sensitive attributes are removed 

from the data set. This means that two people who only differ 

in their sensitive attributes will receive the same prediction 

because the algorithm cannot determine the difference 

between them. The system will thus not have any causal 

discrimination, which is when two people differ in a sensitive 
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attribute, which causes them to receive different predictions. 

While not having any causal discrimination is very good from 

a legal standpoint, it is often insufficient. Due to the power of 

finding correlations between data, AI systems can still 

discriminate based on the latent effects of the sensitive 

attribute on the relevant features.  

 

An extension of fairness through unawareness is suppression. 

With suppression, the sensitive attributes are used to remove 

the correlation in the relevant features with the sensitive 

attributes. This is thus stronger than fairness through 

unawareness as the sensitive attributes are also removed from 

the data before going into the algorithm. However, as the 

correlation is removed from the data set, it changes the 

relevant features. This correlation is removed based on the 

correlation that could be found in the training set, so this is 

different depending on the sensitive attributes of the person. 

This entire process means that it is possible to have causal 

discrimination in the system, making it more legally more 

difficult.  

 

B. In-processing 

In-processing techniques work directly on the mathematics 

of the algorithm that tries to find the relations in the data to 

predict the label [12]. This means that in-processing 

techniques convey the goal of fairness into the system. 

Because in-processing techniques work on the inner workings 

of the machine learning algorithm, they can be slightly harder 

to interpret. However, the largest problem with in-processing 

techniques is that they require access to the algorithm itself. In 

many companies, but even in many applications such as 

sklearn, this can be quite difficult to achieve, making them 

less desirable.  

 

One very simple in-processing technique is discussed, where 

the weights for the samples in the loss functions is are 

customised. The weights for the positive samples were set to 

be three times the weight of the negative samples. This 

conveys to the algorithm that it is more important to avoid 

false negatives than false positives, as was determined by the 

problem statement. In very sensitive situations, this could 

decrease the model’s overall accuracy. However, in most 

cases, adjusting the weights of some samples by a non-

exorbitant amount will result in a slight loss of accuracy but 

increase the fairness. This increase of fairness is likely to 

happen but is not guaranteed and should always be checked. 

This checking is relevant for all bias mitigation techniques 

used.  

 

C. Post-processing 

Post-processing techniques make changes after the model 

has been trained and after the prediction has occurred [12]. A 

post-processing technique will most likely not benefit from 

receiving the label the model predicted, but rather the value of 

the logistic regression functions. Based on other parameters 

and characteristics of the sample it can then derive the label.  

 

A very simple post-processing technique is changing the 

threshold for a binary label based on the sensitive attributes of 

the label. This means that, unlike in normal machine learning 

algorithms, the positive label will not be given if the value 

from the logistic regression is above 0.5, but rather a higher or 

lower threshold. These thresholds will depend on the sensitive 

attributes of the sample. Like the pre-processing technique 

suppression this means that samples which only differ in their 

sensitive attributes can receive different labels as their 

thresholds can be different. In other words this system can 

exhibit causal discrimination.  

 

VII. MONITORING BIAS 

After creating a fair AI system, the work is not done. As this 

application lives inside an ever-changing society, it is possible 

that it does not fulfil its original purpose if it does not handle 

the society’s change with it. This means that fair AI systems 

require monitoring after they have gone into production [13]. 

Often an AI system still collects data after it has gone into 

production. This data could be used to retrain the model to be 

more performant. However, it might be that the new data 

might be skewed for some reason; therefore, when retraining a 

model, it is necessary to see if all fairness requirements set up 

during the development are still valid.  

 

It is also advised to check for other biases in the system 

regularly. While the hard check to see if the fairness 

requirements are still satisfied,  having a critical analysis of all 

possible biases might predict future unwanted behaviour. 

 

One of the most important biases to keep an eye on when a 

system has gone into production is if it is still being used as 

intended. The entire AI system was tuned to be used in a 

certain way. If there is a significant deviation from this 

original concept, then discriminatory practices might take 

place.  

VIII. CONCLUSIONS 

Bias and fairness in AI is an upcoming topic that deserves a 

significant amount of attention. As already stated by the 

European Union, if an AI system is brought into use that is not 

fair, then there is a real possibility of people’s rights being 

harmed. On top of this, adding that AI systems work 

automatically and on a large scale could negatively influence 

many lives. This calls for ethical and fair AI systems to be 

developed, which rather than hurting society, will help it 

thrive.  

 

These AI systems are most likely going to be deployed by 

businesses and governments. In order for fair AI systems to be 

developed the people who are going to use them are involved 

in their development in order to reflect correctly what their 

function in society will be. The goal of this dissertation is to 

give the insights necessary to develop and work consciously 

with these systems in order to get the best possible results for 

everyone.  
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Chapter 1

Introduction

This dissertation focuses on bias and fairness in AI with the goal of going through the process of creating

a fair AI system. The AI system used as an example in this dissertation will be a binary classification

problem that uses logistic regression. This classification problem will focus on succeeding in higher edu-

cation, with the SIMON-test being used as a thought experiment in the theoretical analysis. The goal is

to give the reader an understanding of the different elements that are in play when developing a fair AI

system and provide an insight why technical people alone cannot make all of the decisions on their own

but rather require input from the experts that will make use of the application.

An AI system needs to be fair if it is used in a decision process concerning people. This fairness at-

tribute means that there will be no disparate treatment of people based on non-relevant factors such as

age, race, sexual orientation, etc. It has been shown that creating an AI system without ensuring fairness

guarantee that it can lead to situations where people are being discriminated against.

The most famous example of a biased AI system is Northpointe’s Correctional Offender Management

Profiling for Alternative Sanctions, or COMPAS [1]. The goal of the application was to predict the risk

if an offender would reoffend. By 2010, nearly all of New York State was using this software as a tool

to determine whether people should be allowed probation. An evaluation of the tool published in 2012

by the state of New York also showed that it was 71% accurate in its task. Northpointe conducted a

validation study in 2009 on a sample of 2 328 people. In this study they found that the tool was 67%

accurate for black men and 69% accurate for white men. This difference in accuracy was deemed small

enough in the eyes of the company, and they stated that the tool did not discriminate.

1
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This would have been true if there was not a clear difference between the possible predictions of the

tool. It is far worse for someone to be deemed high risk when, in fact, they are not more so than

the other way around. Assessing such a tool solely on the accuracy between groups is insufficient as it

does not capture this value difference of the predictions. ProPublica eventually performed the analysis,

comparing which incorrect predictions were made by the system. It turned out that the AI system was

nearly twice as likely to incorrectly label someone who is African American to re-offend compared to a

white person when in truth, they would not reoffend. It is clear that such behaviour disfavours people of

African American descent, making the tool discriminatory.

This example of the COMPAS tool shows how important it is to thoroughly evaluate a tool before

it used somewhere it could impact people’s lives significantly. This evaluation should be done by both

the company designing the tool and the institution using the tool. The author of this dissertation believes

that the elements discussed in this dissertation can help people in gaining an insight into the decisions and

relevant aspects for creating such a tool and evaluate what is required for the application to be deemed fair.

The use of AI applications is expanding which require these guarantees, strengthened by companies

such as DataRobot offering software solutions to create fair AI systems [2]. However, when using such

applications, it remains important that the company which will implement this software has the knowl-

edge to determine its own requirements for fairness as they are know the social landscape of the tool

best. Even local governments started looking into AI systems to strengthen their operations with AI. For

example, the Flemish Government has planned to experiment with AI applications such as risk analysis

of child abuse or automating repetitive administrative tasks [3].

1.1 SIMON-test

The SIMON-test1 is used in this dissertation as a thought experiment throughout the Chapters 3, 4 and

6. The SIMON-test is a tool which aids prospective students in choosing their field of study in higher

education. The reader will be taken through the thought process of Fairness in AI with the hypothetical

process of making the SIMON-test or a similar system and checking whether it is fair. The data from

the SIMON-test itself is not available for analysis; therefore, this process is mainly hypothetical. For this

reason, the SIMON-test will not be discussed in chapter 5, but a different data set related to education

will be used.

1www.vraaghetaansimon.be/dashboard

www.vraaghetaansimon.be/dashboard
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The SIMON-test is an existing assessment tool made by the University of Ghent that predicts a stu-

dent’s chances of obtaining their bachelor’s degree. It also provides a tool to gauge the student’s interests

in different topics. These tools work in a degree-specific manner. There are four categories of information

which the system uses to determine these scores. Personal information is gathered about the students

themselves, such as age, previous education and hours of mathematics they had in high school. However,

only the hours of mathematics is used for the predictions. The other information is used to test if the

systems disfavours a certain group of people. The other three aspects used in the predictions are results

from tests on the platform. The second category and the first of these three types of tests gauge the

student’s study abilities, including test anxiety and self-control. The third category is a collection of tests

about non-cognitive abilities; like academic confidence and motivation. The last group of tests estimates

the student’s cognitive abilities. The tests for gauging cognitive abilities on the platform are reading

comprehension, vocabulary, chemistry, physics, basic mathematics skills, mathematics for sciences and

language proficiency.

The novelty of the SIMON-test lies in that it combines cognitive and non-cognitive skills in order to

try and predict if a student will succeed. This creates more of a complete picture of the student com-

pared to when only a subset of elements is used. This combination of skills also makes the data highly

related to the individual student. While this is evidently the goal of the system, it also bears some

difficulties. It increases the chances of an AI algorithm making bias decisions based on biases present in

past data. These biases would then occur on a student’s personal attributed that should not influence

the decision, such as gender, socioeconomic situation, race, etc. The first solution that comes to mind

to mitigate these biases is not including the personal attributes in the data. This works to some extent.

However, due to the power of computers and their abilities to recognise patterns in data, it is not unusual

that they can infer this information from the other attributes that are relevant to the decision. The pos-

sibility of this occurring increases in systems such as the SIMON-test because their features are highly

correlated with the individual.

The SIMON-test is an interesting case to discuss because of these data characteristics and its domain of

application. The application domain of the SIMON-test is interesting as education is one of the ”high-

risk” domains specifically mentioned in the EU legislation proposal [4]. It is high-risk because a student’s

degree has a large influence on the rest of their lives. If a system aiding in the decision for a degree shows

bias, it can lead to disadvantaging certain groups of people. This does not mean that such an application

should not exist; the application has a useful goal. It is mainly important that the possibility of bias is

highly monitored to prevent them from occurring.
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This dissertation discusses the SIMON-test as a specific example of a high-risk AI system. The deci-

sion to use a precise example was for the tangibility of the process and the ability to work with the

experts from the university who designed the application. The analysis can be generalised to other stu-

dent assessment tools for determining their success before starting their education. A different example

of such a tool is Luci - Leuvens Universitair competentie instrument2. This tool only contains one test.

Other tests are available on the platform, but these were made independently from the platform. There

is no selection process during admissions in higher education in Belgium, meaning that every student can

start the degree they want (with a few exceptions). However, in other countries, there may be a selection

process between students regarding who is allowed to start a degree, such as is the case in the United

Kingdom. In those cases, the use of such a tool that predicts a student’s success can become part of the

selection process. While the SIMON-test has much lower stakes as a student can decide autonomously,

implementing such a tool during a selection process can have dire consequences if the tool turns out to

be biased. The general concepts are still very similar between these tools, the stakes are different. The

analysis made in this dissertation could provide support when creating or assessing either type.

1.2 Related work

The inspiration for this dissertation came from the Towards the Right Kind of Fairness in AI paper by

Boris Ruf et al. [5]. In this work a type of fairness compass was created to aid in choosing the correct

fairness definition for an application. The idea of this dissertation is also to aid in making the correct

decisions related to fairness, however more in an informative matter and complete fashion. Another inter-

esting work to read is A survey on Bias and Fairness in Machine Learning [6]. This work contains many

origins of biases and fairness definitions similar to what is contained in this dissertation. The paper of Tai

Le Quy et al. A survey on data sets for fairness-aware machine learning [7] has an intriguing approach

to analysing of data sets through the use of Bayesian networks. A similar work to this dissertation,

however not as elaborate is the work of Alessandro Castelnovo et al. in A clarification of the nuances in

the fairness metrics landscape [8].

The earliest mention of fairness as a goal for model optimisation only appeared in 2010 [9]. However, in

recent years, it has gained much momentum with several dedicated conferences being organised [8]. This

leads to many more papers being published, not only from a purely technical standpoint but also with a

strong social aspect.

2www.kuleuven.be/luci/verken_jezelf

www.kuleuven.be/luci/verken_jezelf


Chapter 2

Social Framework

In this chapter, the social framework in which the AI system would function is discussed. These aspects

are important to keep in mind when developing an AI system that needs function fairly. As it is the

social framework around the AI system that determines what would be fair. The system should first

and foremost comply with the laws and regulations in effect. This is necessary not to have any legal

liability, but it is also a first step in creating an application that mirrors society’s values. The current

legal framework in Europe is not equipped for AI systems. Therefore the European Union currently has

a proposal for legislation, the European Union proposal for Artificial Intelligence Act [4]. If this proposal

passes, there will be specific legislation on the use and development of AI systems.

The second aspect is business. Although some critics warn against the use of AI and its effects, there are

also many experts who indicate that the adoption of AI could create large economic gains [10]. Therefore

it is in the best interest of businesses to start this adoption early and do this in a correct matter as im-

plementing a bias AI system could cause harm to the company’s image. These aspects will be discussed

in Section 2.3.

2.1 Current European Union legislation

The current legislation on consumer and personal protection is insufficient to cover the uses of digital

products, certainly not related to artificial intelligence [11]. Currently, there are some guidelines around

informing the user if an AI system used somewhere in the process. For example, users should be informed

if an AI system is used to create custom pricing or the parameters used when ordering results in search

engines.

5
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Another aspect of consumer protection which in a way pertains to AI systems is the updates required

for digital systems. This means that businesses are required to adjust the AI system itself if it does not

satisfy the initial conditions, and this non-compliance falls within the legal guarantee period. This means

that if the conditions in a contract are specified to include fairness as agreed, then that could be seen as

some legal guarantee. This does however mean that some oversight needs to kept in order to monitor if

these conditions remain satisfied.

Discrimination is illegal in Europe, as is noted in Article 21 of the Charter of fundamental rights of

the European Union [12]. This states:

Any discrimination based on any ground such as sex, race, colour, ethnic or social origin,

genetic features, language, religion or belief, political or any other opinion, membership of a

national minority, property, birth, disability, age or sexual orientation shall be prohibited.

However, current anti-discrimination laws are insufficient to protect people from discrimination in AI

systems as the proof of discrimination is not tangible. Many AI systems do not work in a rule-based

fashion, making it fairly easy for a company to refute an individual’s the claims that their systems are

discriminatory. It is incredibly difficult to provide real proof of discrimination by an AI system as there

will not be a specific rule stating to treat someone differently based on a protected attribute. This

makes the black-box nature of an AI system something companies could use to protect themselves from

liability. In fact this means that current legislation does not protect people from possibly discriminatory

AI systems.

2.2 European Union proposal for Artificial Intelligence Act

Due to the shortcomings mentioned above in AI systems, the European Union is currently creating leg-

islation around AI under the directive of President von der Leyen [4], to fill in the shortcomings that the

current legislative framework has concerning AI. The proposal mainly focuses on defining what use of AI

should be prohibited and certain high-risk areas for which extra precautions should be taken and what

those extra caution measures should be. The idea is that the law strengthens the use of AI while still

protecting the people of the European Union.

Certain uses of AI applications should be outright banned, as they give no benefit to the people and

would cause harm. These prohibited applications include (but are not limited to) an AI-based social

scoring system for general purposes by public authorities, similar to what is currently implemented in

China [13] and ’real-time’ remote biometric identifications (such as person identification based on cam-
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era images) for the purposes of law enforcement. However certain exceptions exist for using ’real-time’

biometric identifications.

Certain other uses of AI applications can be deemed ”high-risk”. The term high-risk is granted if an AI

system’s intended purpose could pose a high risk to the health and safety or the fundamental rights of

persons if the system would not function in a fair manner. This could, for example, occur if the system

were to contain bias against people with a certain background, resulting in less favourable treatment of

certain groups within the population. The concept of fair in a legal setting can be seen as without dis-

crimination. This aspect of the proposal for legislation is thus the most interesting for this dissertation.

Certain key elements from the proposal will be discussed in the following paragraph.

Interesting requirements for these high-risk AI systems in the proposal are that the high-quality of the

data set must be ensured for the training, validation and test set, the development and performance of

the system must be documented throughout its lifecycle, the system must perform consistently through-

out its lifecycle and meet an appropriate level of accuracy, robustness and cybersecurity and further the

system must be designed and developed in such a way that a natural person can oversee its functioning

[4, (§43, §44, §46, §48 ,§49)]. This means that the AI system needs to be developed and maintained

properly by law. These are factors that should increase people’s confidence in such systems and ensure

that their rights will be respected in the long run.

2.3 Business aspect

The main adoption of AI systems into regular life is for them to be carried out by businesses. This can be

done by using AI systems internally, providing an AI system as a service to their customers, or making

a product that makes uses an AI system. In order for this dynamic to function, both the business and

their customers must be open to using this technology. Either one could be hesitant but for completely

different reasons. This hesitation is undesirable as it generally slows down innovation. The following para-

graph contains elements important to take into account when developing and implementing an AI system.

Adopting an AI system in the internal working of a business can happen in two possible fashions. One

way, called automation, aims to replace certain tasks with an AI system. The second method is called

augmentation, where the goal is to improve a person’s performance by using an AI system [14]. Providing

an AI system as a service or in a product can benefit a business of tapping into a business segment with

a lot of potential.
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Sometimes high costs are correlated to adopting an AI application [14]. These costs can be for in-

frastructure investments, the cost of the data and the cost of developing the application. Because of

the possibly high costs, it is important to create these applications correctly in order to ensure a return

on investment. This means that these systems need to be developed correctly, without cutting corners.

From discussions with people in the field, this also returned as an important factor. If an AI system

developed for one particular task would be recycled for another, then this can lead to problems. It could

be that such a system is difficult to adopt in the desired business processes and often does not perform

as well as on the original problem. This would be a costly investment for the business with very little

return, making that the organisation might be less likely to try implement AI systems again in the future.

There are also a couple of hurdles when implementing an AI system from scratch, the first of which

is the people within the organisation who will use the application once it is implemented. Through dis-

cussions with an organisation currently implementing a basic version of an AI system, certain key factors

to smoothen the process were identified. First of all, the people who were going to use the AI application

most were invited to brainstorming sessions. In these sessions, they had the possibility to voice their

opinion on the functionalities and workflow of the system. This led to the employees being more open

about the eventual arrival of the technology. Next, a close relationship should be kept between the de-

velopers and the department that would use the application. Through regular meetings the developers

are able to run certain mechanics by the users in order to keep them fully aware and onboard.

The last and possibly most important hurdle is the client’s perception of using an AI system. In the

case that poor AI systems, such as systems that show discrimination, were to go into production it could

make clients distrust these technologies. This loss of trust from the clients can directly result in lower

revenue streams and hurt the image of the company [15]. However, not only could this cost the company

in revenue, but if these poor systems become frequent that might lead to harsher regulations [16], which

in turn often results in more difficult and costly design processes.



Chapter 3

Types of Fairness

3.1 Defining Fairness

The Cambridge Dictionary defines fairness as the quality of treating people equally or in a way that is

right or reasonable. It is already not easy for humans to determine what is fair and what is not. The

concept of fairness is far from universal and depends on the society in which someone lives [17]. This

indicates that fairness is subjective and is based on the morals of a society. It further means that a

computer in and of itself cannot to determine what is fair, as the terms subjective and computer do

not go together. In order for a computer to determine whether something is fair, fairness must first be

quantified in a way for a computer to be able to interpret it, meaning translating a social concept into a

mathematical equation.

An important concept to discuss in fairness is sensitive attributes. These are characteristics of a person

on which no judgements should be based as per the Charter of fundamental rights of the European Union

[12]. It is however possible that it can be justified to use some of these attributes listed in the charter

in a decision process. Justifiably using those attributes is called explainable discrimination [6]. The con-

cept of sensitive attributes does not contain the features that would fall under explainable discrimination

for that situation. An example of explainable discrimination is the variable of age when applying for a

mortgage, which makes it not a sensitive attribute. However, there should be no discrimination on age in

an employment situation, making it a sensitive attribute in that situation. Common sensitive attributes

are gender, age, income, birthplace and sexual orientation. When defining a fairness definition, the con-

cept of sensitive attributes is often used to formulate what is fair. In Section 3.3.2 about group fairness

definitions, interchanges a group with a certain sensitive attribute with the term protected group.

9
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3.2 Data properties that influence fairness

In the following section, different data properties, which have an influence on fairness definitions are

explained. First of all, the real-world effects of different labels are explained. This is not inherent to

AI systems but rather a consequence of the social setting in which fair AI systems work. The following

paragraphs give critical insights into the features and labels of data sets. The more distortion or noise

exist in the features and labels of the data set, the lower the quality of that data set. If these distortions

were to start systematically disadvantaging people with a certain sensitive attribute more than others,

then these distortions become biases. These biases are often the cause for unfair behaviour of AI systems

and are thus influential factors in the entire process.

The preferred outcome for the user is an important factor for the fairness of an AI system. In a sit-

uation where the system would make perfect decisions, it would not be necessary to distinguish between

labels. Alas the world is not perfect, and it is necessary to determine what the difference entails for the

user. Certain mistakes the AI system could make entail worse consequences for the user than others. For

example when applying for a loan, incorrectly not being allowed to receive a loan is much worse than

getting a loan which the user will not be able to pay back. Perhaps the bank would prefer the latter, but

the focus is on the user and not the owner in a context of fairness. When working with fairness in AI,

the differences between incorrect predictions should always kept in mind.

The features on which the AI system bases its decisions are evidently important. The first question to

ask is which features can be collected about the user, whether they are relevant to base the decision on,

and how these features will be represented? Representation is an important factor as often some form of

aggregation is used to simplify features and this aggregation should not remove important information [9].

The last discussion point is the ground truth used in the data. An example of an ambiguous ground truth

is in a system that predicts whether a certain car needs to stopped in traffic [18]. The data shows that

stopping a car with African American people had a higher chance of being justified. An investigation

revealed that officers were equally likely to stop people of African American descent as someone of dif-

ferent ethnicity. However, it turned out that the officers would search the vehicles of African Americans

more frequently than other people they have stopped. This led to a higher chance that stopping a car

with African Americans would be justified. In this instance, the data set does not correctly represent

the ground truth even though there is no mislabelling. Shortcomings in the ground truth of the data is

something that should be taken into account in the choice of which fairness measures are optimal.
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Another sensitivity is the labels itself of the data set to represent the ground truth. Often, the pre-

diction that an AI system makes is simpler than reality. This is because certain aspects are abstracted

in order to simplify the classification [9]. To return to the example of applying for a loan, the question

is what would count as paying back the loan. It could be never to have missed a payment, paying the

loan back by the agreed-upon time, or there might be some leniency? These different interpretations can

affect different groups in different ways, making it an important factor.

3.3 Fairness grouping

Two types of fairness definitions can be distinguished; individual fairness and group fairness. As the names

might suggest individual fairness defines fairness on an individual level, while group fairness ensures that

different groups of people are treated equally, meaning that in group fairness, a certain individual could

still be treated unfairly. It seems obvious that individual fairness would be preferred to group fairness,

and from a theoretical standpoint, it is. However, the difficulty of applying individual fairness fully makes

it less desirable. Some literature also suggests a definition that falls between both these categories, but

as they are not common and not proven to be useful, they will not be discussed.

3.3.1 Individual Fairness definition

Individual fairness is defined as how individuals with different sensitive attributes should be treated. This

section contains two definitions with their respective techniques. The first definition that prevents causal

discrimination with fairness through unawareness is easier to achieve but does not impose a strong enough

condition to be seen as real fairness. The middle section about suppression is an additional technique to

achieve the first definition and improve further upon it. The second definition imposes a much stronger

condition on the system, but is much harder to implement practically.

No causal discrimination [19]

Causal discrimination occurs when two people receive a different prediction from an AI system, even

though they have identical values for their informative features and only differ in their sensitive at-

tributes. This is a direct form of discrimination, and if such a case can be proven for any system then it

could be grounds for a lawsuit even in current legislative framework. When creating an AI, system it is

necessary to check whether the system shows any indication of this behaviour.

In order to have causal discrimination in an AI system, one can assume that there is something wrong
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with either the data or the algorithm used. For example, if a rule-based approach is used in the AI system

and shows signs of causal discrimination, then one of the rules makes an unfair decision based on one or

a combination of sensitive attributes. If the AI system is something like a simple logistic regression and

was to show causal discrimination, this could indicate data bias. It is possible that the current feature

set in the system does not provide sufficient information, and the model is encoding some noise due to a

lack of better information. Another possibility is that the ground truth is not correctly encoded in the

decision process. This could either mean that task of the system is not correct or that the data used

to train the system contains bias. This bias is often present because of human bias. In Section 4.1, the

different ways bias can be introduced into a system are discussed.

A popular method of preventing causal discrimination is called Fairness through unawareness. In this

method, the model is not given any sensitive attributes either as a feature or any other form. As an

AI system is generally deterministic when predicting, causal discrimination becomes impossible. Two

people who only differ in their sensitive attributes seem like the same exact person to the system. Thus

when the same input is provided twice, same prediction will be returned. Note that this deterministic

characteristic exists when making predictions with an AI system, the training is often not deterministic.

This non-deterministic behaviour can be due to how the data is split for training, which is always slightly

random, or because the system itself is initialised with random weights.

The problem with fairness through unawareness is that it is not a sufficient measure to guarantee fairness.

While the sensitive attributes are not directly passed to the system, they can still have a hidden effect on

certain features more relevant to the task. An example of this can be found in the German Credit Data

data set [20], where indirect discrimination is present against non-single women [21]. The model could

still sense the bias in the data set and disadvantage a certain group based on slight differences in their

features. Therefore fairness through unawareness is insufficient to determine fairness, but preventing

causal discrimination is mandatory for any AI system to be deemed fair.

Suppression [8]

A radical approach to solving the remaining problems in fairness through unawareness is suppression.

Suppression aims to remove the remaining correlation between the useful features and the sensitive at-

tributes. This can be done in a fairly drastic approach where the useful features that are highly correlated

with a sensitive attribute are removed from the feature set. A decision must also be made as to what

amount of correlation would count as a high amount of correlation. This has the downside of removing

quite some information from the data set and thus making the task harder.
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Another solution was proposed where instead of removing the highly correlated features, they are trans-

formed in order to remove or at least lessen the correlation with the sensitive features. This can be done

by projecting the feature space onto an orthogonal space. However, using this technique can become very

convoluted due to feature interactions. Another possible solution would be to learn a fair representation

of the data set. This fair representation should be able to reconstruct the original representation with as

few errors as possible while remaining independent from the sensitive features. Removing the correlation

from the useful features is done in Section 5.2.2 as an example of bias mitigation.

Fairness through awareness [22]

Fairness through awareness goes a step further than having no causal discrimination. In fairness through

awareness, a distance metric is defined that can determine how different two individuals are from each

other. These differences should not be determined by the sensitive attribute of the individual but rather

based on useful features. If the individuals are not very different from each other according to the distance

measure, then they should receive the same predictions. This is called the Lipschitz property.

The first difficulty with this definition is determining that distance metric. It would be extremely de-

pendent on the social setting in which the application will be used. The distance metric should be based

on relevant similarities and differences in the respective features. The importance of each feature must

be determined and encoded into the system, meaning that an actual mathematical answer to what is

fairness must be formulated. The second difficulty is using this definition itself. It requires implementing

the distance metric and also using it in an AI system in which this metric type can be enforced. These

difficulties can be a contributing factor as to why this type of fairness is not very popular to use [6].

3.3.2 Group Fairness definitions

Group fairness definitions are statistical in nature. An overview of basic statistical metrics useful for

understanding the following definitions can be found in Appendix A and will be added to the relevant

definitions. In the following sections, we will discuss different definitions and some trivial examples of

classifiers that satisfy these definitions in order to aid in forming a critical view of these definitions.

These definitions are created to use in a situation where the people in the data set can be split up

into two groups. The definitions work by requiring the equality of some statistical measure between both

groups. The split of these two groups happens on a sensitive attribute such as gender. For example,
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one group could consist of people who identify as male and the other group of people who identify as

non-male. True equality will often be an impossible requirement. Therefore equality should be seen as a

margin of difference between both groups. An example of a rather strict form of equality is a difference

of the statistical measure of less than one percentage point. It is possible to extend these definitions

to be able to handle more groups, but this will make it more difficult to satisfy the definition, perhaps

requiring setting the margin for equality to three percentage points. Out of historical context, one of

these groups can often be seen as disadvantaged by society. In the example of gender it would be the

group that identifies as non-male. This disadvantaged group will be named the protected group in the

definitions and the other group will be named the unprotected group. The definitions used in this section

will require that both groups are treated equally. The naming of protected and unprotected groups is

more for understanding the examples, but there should be no difference in treatment.

Because of the mathematical nature of the definitions, some symbols must be defined in order to write

them.

• G : The group to which a sample belongs, in the examples used the groups are a and b.

• Y : The ground truth, what actually happened not the prediction. (Binary)

• d: What the AI system predicted (Binary)

• Classes/Labels: 0 is used for the negative label and 1 for the positive label

• L: Is only used in conditional statistical parity, stands for a relevant attribute that is not sensitive.

• TP: True positives, number of samples for which Y = 1 ∧ d = 1

• TN: True negatives, number of samples for which Y = 0 ∧ d = 0

• FP: False positives, number of samples for which Y = 0 ∧ d = 1

• TP: False negatives, number of samples for which Y = 1 ∧ d = 0

Important to note is that the following definitions on their own are most likely not capable of defining

what is fair as defined by humans [23]. Section 3.3.3 talks about combining the different definitions in

order to approach what can be seen as fair.
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Statistical parity [19] [18]

Definition 3.3.1 (Statistical parity) If a classifier satisfies statistical parity then members of both the

protected and unprotected group should have the same chances of receiving the positive outcome. This

means that both groups have the same Positive Rate.

P (d = 1|G = a) = P (d = 1|G = b) Positive Rate (PR) =
TP + FP

TP + FP + TN + FN

The idea behind statistical parity is that everyone has the same chance of receiving the prediction of the

more favourable outcome. If statistical parity would be used in a situation that determines the candi-

dates to interview for a job, then the group of candidates at the interviews should reflect the group of

applicants. In other words if 60% of all applicants were from the unprotected group and 40% were from

the protected group then if 10 people are invited for an interview, 6 of them will be from the unprotected

group and 4 will be from the protected group.

The first thing to notice is that statistical parity does not depend on the ground truth, it only de-

pends on the outcome of the classifier. A random classifier would, for example, satisfy this definition. A

problem with the definition is that it does not relate to the ground truth. To relate back to the interview

example, it is possible that the classifier will invite people of the advantaged group who are qualified

for the job (the ground truth is the positive class), but from the disadvantaged group it invites people

who are not qualified for the job (the ground truth is the negative class). In that case there might have

been qualified people in the disadvantaged group, who simply were not invited for an interview. If such a

situation occurred, the company would hire someone from the advantaged class as they are qualified for

the job. This means that the disadvantaged class was disadvantaged due to the incorrect people receiving

the positive prediction.

Statistical parity does not re-enforce biases in society. It can be an advantage for people from the

disadvantaged group as the positive rate could be higher than the base rate (the proportion of samples

with a positive ground truth). However this lower base rate could be due to their circumstances of being

in the protected class and not their capabilities. The law sees this concept of statistical parity as fair.

On the other hand, it can lower the accuracy of the model as the higher positive rate means that certain

samples are definitely misclassified compared to the current ground truth. If a strong case can be made

why a model is fair through the use of other fairness definitions than that should be preferred to statistical

parity because of the burden statistical parity puts on the accuracy.
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Conditional statistical parity [19]

Definition 3.3.2 (Conditional statistical parity) If a classifier satisfies conditional statistical parity

then people in subgroups of the protected and unprotected group created on some relevant attribute, have

the same chances of receiving the positive outcome. This means that smaller groups are created and the

split of people from the protected and unprotected group have the same Positive Rate.

P (d = 1|L = l, G = a) = P (d = 1|L = l, G = b) Positive Rate (PR) =
TP + FP

TP + FP + TN + FN

Conditional statistical parity is an extension of statistical parity. It adds the possibility of refining the

groups further based on a condition. This helps obtain higher accuracy. However, it does not mean

that if the conditional statistical parity is fulfilled that the statistical parity is fulfilled and vice versa.

Continuing with the job interview example, subgroups could be made based on a person’s degree. For

example, the chances of obtaining a positive outcome when you have a master’s degree can be equal

across both groups, but higher than the average, whereas the subgroup of people that have no higher

education, it could have a lower positive rate.

Conditional statistical parity suffers from the same problem as statistical parity in that it does not

depend on the ground truth. The effect can however be lessened when correctly choosing the relevant

attribute on which the condition is based. Two considerations should be made when using conditional

statistical parity and choosing the relevant attribute. First of all whether the given attribute introduces

some form of discrimination itself. For example for a job interview a relevant attribute might be having

worked abroad for some time. It might be possible that people in the protected class did not have the

opportunity to work abroad because of personal reasons. If having worked abroad is not a strong ad-

vantage for that job itself and people in certain groups did not have the same opportunities this could

introduce some bias in the fairness definition, the opposite of what is desired.

The second consideration is about how representative the subgroups remain. If the data set is extremely

large this might not pose a problem, but when looking at the relative sizes of fairness data sets they are

often fairly small [7]. This results in a trade-off between the number of subgroups and how representa-

tive the subgroup remains. Representative in this context means how well it can reflect society and the

accuracy of the statistical measures. When returning to the interview situation more coarse splits could

be made on the education. The subgroups could consist of people with a master’s, a bachelor’s or no

higher education instead of splitting into specific degrees.



3.3. FAIRNESS GROUPING 17

Predictive parity [19] [18]

Definition 3.3.3 (Predictive parity) If a classifier satisfies predictive parity then members of both the

protected and unprotected group have equal chances of truly belonging in the positive class, when they were

predicted to be in the positive class. This means that both groups have equal Positive Predictive Value.

P (Y = 1|d = 1, G = a) = P (Y = 1|d = 1, G = b)

P (Y = 0|d = 1, G = a) = P (Y = 0|d = 1, G = b)

Positive Predictive Value (PPV) =
TP

TP + FP
False Discovery Rate (FDR) =

FP

TP + FP

The definition of predictive parity depends on the Positive Predictive Value. However due to the nature

of the statistical metrics, the False Discovery Rate could also be used as the condition for predictive par-

ity. This is because FDR = 1 − PPV . Thus, equal chances of not belonging in the positive class when

predicted to be in the positive class would have the same result as the original formulation of the definition.

Predictive parity, first of all, gives information about the correctness of the positive predictions. This

means that it gives certainty to each user about the correctness of their prediction. On its own, this

definition does not provide much information for the user, as it only determines how much they can

trust a positive result. If someone were to get a negative prediction then not much is known about the

probability of that prediction being correct. It can be assumed that both parties must have at least one

sample predicted as positive; otherwise, the positive predictive value is undefined and therefore unusable.

In an interview setting, predictive parity would mean that the people invited for the interview are equally

likely to be capable of the job. However, it does not give an indication about how many people were

invited from each class. It is possible that significantly fewer candidates are selected from one group

for the interview than the other. This characteristic of the fairness definition makes it insufficient in a

situation like this. It is seen as discrimination in Belgium if fewer people from a certain group are invited

for an interview even though both groups are equally capable [24]. However, combining definition with

another group fairness definition, could strengthen it. For example, if predictive parity were combined

with statistical parity then this problem of one group being invited less is mitigated. Also, satisfying

predictive equality would mean the people who were invited to the interview equally likely to be capable,

resulting in the eventual hire having equal chances of being from either group. Therefore, in an interview

setting, the combination of predictive parity with statistical parity can yield strong results, with the slight

misfortune of a decreased accuracy for the system most likely.
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In the general list of fairness definitions the inverse of the definition that would be P (Y = 1|d = 0, G =

a) = P (Y = 1|d = 0, G = b) is not included. However, it will play a part in the definition of conditional

use accuracy. The fact that it is not a named fairness definition does not mean it should never be used.

If this constraint seems useful in some use cases, it could still be used.

Predictive equality [19]

Definition 3.3.4 (Predictive equality) If a classifier satisfies predictive equality then members of both

the protected and unprotected group have equal chances of being incorrectly predicted to be in the positive

group while the ground truth is that they should be in the negative group. This means that both groups

have an equal False Positive Rate.

P (d = 1|Y = 0, G = a) = P (d = 1|Y = 0, G = b)

P (d = 0|Y = 0, G = a) = P (d = 0|Y = 0, G = b)

False Positive Rate (FPR) =
FP

TN + FP
True Negative Rate (TNR) =

TN

TN + FP

The definition used here for predictive equality uses the False Positive Rate as the statistical measure

that should be equal. However, if the FPR is equal then the True Negative Rate will also be equal,

because FPR = 1− TNR. So the definition can be used with either one of the statistical properties.

In its definition, predictive equality uses false positives (incorrectly predicting someone in the positive

group, while they should be in the negative group) in its definition. In most scenarios, false positives

are more desirable and less impactful for the user’s future than false negatives. If that is the case, then

this definition does not provide much information about the system on its own as it does not include the

more crucial decision about the people who belong in the positive category. In the interview situation

this means that the chance of getting invited to an interview if you are not qualified is equal. This is

not very advantageous for either party, but the knowledge of these odds also does not tell a lot about

the fairness of the predictor. However, additional information van by very useful when the predictor also

satisfies other fairness definitions.

In the case a true positive is the worst possible incorrect prediction like, for example, in a security

situation where you do not want someone to be falsely cleared. In that case, this definition shows that

there is no discrimination. If, for example, the false positive rate was higher for white people versus
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people of African American descent then there is an argument to be made that the AI is racist towards

the African Americans.

Equal opportunity [19]

Definition 3.3.5 (Equal opportunity) If a classifier satisfies equal opportunity then members of both

the protected and unprotected group have equal chances of being incorrectly predicted in the negative group

while the ground truth is that they belong in the positive group. This means that both groups have an

equal False Negative Rate.

P (d = 0|Y = 1, G = a) = P (d = 0|Y = 1, G = b)

P (d = 1|Y = 1, G = a) = P (d = 1|Y = 1, G = b)

False Negative Rate (FNR) =
FN

TP + FN
True Positive Rate (TPR) =

TP

TP + FN

The definition used in this case for equal opportunity uses the False Negative Rate to express the statis-

tical properties. Another possibility would have been to use the True Positive Rate as FNR = 1−TPR,

making them equivalent for determining whether this definition is satisfied.

The definition of equal opportunity is similar to the definition of predictive equality. Both concern

the fraction of correct/incorrect predictions given the actual class. The main difference is that equal

opportunity is about false negatives and predictive equality is about false positives. So the most relevant

definition of fairness between the two of them depends on what scenario is worse for the implementer

and the eventual user. The same elements discussed in the section on predictive equality also count here.

Namely, it depends on how detrimental false negatives are for the system in order to evaluate how useful

this fairness metric is and if it would be more valuable if used together with other definitions.

Equalised odds [19] [18]

Definition 3.3.6 (Equalised odds) If a classifier satisfies equalised odds, then it both satisfies predic-

tive equality and equal opportunity (the two definitions above). This means that both groups have equal

True Positive Rates and True Negative Rates.

P (d = 0|Y = i, G = a) = P (d = 0|Y = i, G = b), i ∈ {0, 1}

P (d = 1|Y = i, G = a) = P (d = 1|Y = i, G = b), i ∈ {0, 1}
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Equalised odds is a fairly strong fairness definition as it is about the incorrect classification rates within

each class. This means that the chances of someone being incorrectly classified are known, and those

chances are equal for both groups. A trivial example of a classifier that would satisfy equalised odds is

one who would classify every input as the positive class (or the negative class). This would satisfy the

condition as P (d = 1|Y = i, G = x) = 1 , but would of course not be a very performant classifier. It is

also important to note that equalised odds does not mean equal accuracy; in order to have equal accuracy

the base rates between both groups should also be equal.

One way to look at equalised odds is as a sort of statistical parity but then defined on subgroups instead

of the entire group. With these subgroups split based on the true group the people should belong in, this

would take away the biggest problems with statistical parity, namely that it hurts the accuracy because

it is so strict. Equalised odds differ from conditional statistical parity because the subgroups are not split

on a relevant feature like in statistical parity. It splits on the ground truth which is not a feature known

to the system when it is being used.

Conditional use accuracy equality [19]

Definition 3.3.7 (Conditional use accuracy equality) If a classifier satisfies conditional use accu-

racy equality then it satisfies both predictive parity and the inverse of predictive parity (chances of truly

belonging in the negative class, when being predicted in the positive class). This means that both groups

will have equal Positive Predictive Value and Negative Predictive Value.

P (Y = 1|d = 1, G = a) = P (Y = 1|d = 1, G = b)

P (Y = 0|d = 0, G = a) = P (Y = 0|d = 0, G = b)

Positive Predictive Value (PPV) =
TP

TP + FP
Negative Predictive Value (NPV) =

TN

TN + FN

False Discovery Rate (FDR) =
FP

TP + FP
False Omission Rate (FOR) =

FN

TN + FN

The definition uses the statistical measures of positive predictive value and negative predictive value.

False discovery rate (FDR) and false omission rate (FOR) could be used in their stead as FDR = 1 -

PPV and FOR = 1 - NPV, meaning that if one side of the equation were to be equal across the groups,

then the other side would also be equal. The choice is up to the developer regarding which values they

use to determine whether the definition is satisfied.

The definition of conditional use accuracy equality might seem very similar to equalised odds, but the

difference lies in some of the details. While equalised odds keeps the same balance with regard to the
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ground truth, conditional use accuracy equality keeps the balance given a certain prediction. If the

classifier satisfies conditional use accuracy equality then the user knows what their chances are that this

prediction is correct regardless of the group to which they belong.

Using a classifier that would always return the positive class 1 as the prediction will not work for con-

ditional use accuracy because the positive predictive value will be dependant on the base rate and that

might not be equal across groups. Therefore, it is possible to satisfy equalised odds but not conditional

use accuracy equality.

Conditional use accuracy equality is simpler for the user to understand and to draw conclusions about

their own situation. When they get their results they can be sure about the likelihood that the result

is correct. The interpretability for an individual is not present in equalised odds, as it depends on the

ground truth, which is not known to a user otherwise the AI system would serve no purpose.

Overall accuracy equality [19] [18]

Definition 3.3.8 (Overall accuracy equality) If a classifier satisfies overall accuracy equality then

both the protected and unprotected group have equal chances of receiving the correct prediction regardless

of the class they actually belong to. This means that the accuracy for both groups is equal.

P (d = Y |G = a) = P (d = Y |G = b) accuracy =
TP + TN

TP + FP + TN + FN

This is definition tends to be currently used to determine if an AI system is fair. An example of where this

was used is in the COMPAS case explained in the introduction [1]. However using this definition as the

only fairness definition to satisfy is only possible if there is no preference between possible classifications.

For example, if the AI should simply determine if you look best in round or square glasses, then it would

be equally bad if it would mistake round glasses as the better option while it should be square glasses

or vice versa. However, if there is a preferable group to be predicted in, like for a job interview, then it

is a lot worse for the user to not be invited when they are qualified than the other way around. This

does not mean that the ”lesser evil” option would not affect the user; rather, the extent of the effect is

significantly less.

The goal in classification is often to maximise the accuracy. If it were possible to reach 100% accu-

racy then the model would be fair; it would make no mistakes, given that the ground truth is the reality.

This is, however, realistically impossible to achieve in nearly all applications of AI systems. One could
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argue that maximising the accuracy increases the fairness of the system, but this is both legally dubious

and often incorrect when there are underrepresented groups within the population in which the AI would

be used. The incorrect predictions for these people in the underrepresented groups would only contribute

to a small fraction to the eventual global accuracy, making it possible for an AI system to maximise its

accuracy by simply focusing on optimising its performance for the samples from the majority group.

The definitions of equalised odds and conditional use accuracy equality might seem similar to overall

accuracy equality; however, satisfying one of these conditions does not mean satisfying the other. This

can be deduced using the Bayes rule. In order for equalised odds and overall accuracy equality to be

satisfied, then both groups need the same base rates. Meaning that if two groups have the same base rate

satisfying equalised odds is the same as satisfying overall accuracy equality. Satisfying both conditional

use accuracy equality and overall accuracy equality requires that the model has equal positive rates for

both groups, which, unlike equal base rates, is something that could be tuned. However, equalling the

positive rates often comes at the cost of accuracy as was discussed in the section on statistical parity

(Definition 3.3.2).

Treatment equality [19]

Definition 3.3.9 (Treatment equality) If a classifier satisfies treatment equality then the ratio of false

negatives to false positives is equal between the protected and unprotected group.

FNa

FPa
=

FNb

FPb

Treatment equality is the only fairness definition in this dissertation which cannot be expressed as chances.

Therefore this characteristic is more vulnerable to different base rates between both groups and should

be something for which to watch out. If the fraction used in the definition would be higher for the

unprotected group than for the protected group, then there are relatively more false negatives than

false positives in the unprotected group than there are false negatives relative to false positives in the

protected group. Some information can be gained from this definition but should be handled with care

and especially with a good knowledge of the data distributions before using. The discussion of it was

done in Chapter 5.

3.3.3 Combining Fairness definitions

While it would be possible to combine the fairness conditions from sections 3.3.1 and 3.3.2, certain com-

bination are better to make than others. For example, the similarity-based metric from fairness through
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awareness already encompasses the entire system, partly because it is so strict. Therefore, it would not

be necessary to combine it with other definitions. However, most of the other definitions are not very

strict in nature and thus it is beneficial to try and use them together.

Important to note is that not all group fairness definitions can always be combined [25]. In the Sec-

tion on Overall Accuracy Equality (Definition 3.3.2), this was already brought up when trying to satisfy

overall accuracy together with equalised odds or together with conditional use accuracy. In order to satisfy

the combination, certain properties are required of the data or the model. While the model is somewhat

controllable, the base rates are characteristics from the data set and should not be altered, unless this in-

equality does not reflect the real world. One special case is where the base rate would not matter if the sys-

tem would achieve perfect accuracy. In this case, the equality of P (Y = x|d = x) = P (d = x|Y = x) = 1

holds making that all fairness definitions will be satisfied. This also means that there are no false positives

or false negatives.

When trying to combine fairness definitions, it is important to check if the probabilities will work out

and what constraints might be put on the system as a result of it. As many combinations of fairness

definitions are possible, it would not be possible to give a complete list. The user can try and calculate it

themselves, mainly through the use of Bayes’ rule P (A|B) = P (A∩B)
P (B) if P (B) ̸= 0 and with the knowledge

that P (Y = 1|G = a) equals the base rate of group a and that P (d = 1|G = a) equals the positive rate

of the model for group a.

3.4 Fairness on the SIMON-test

In the case of the SIMON-test the prediction whether a student succeeds equals whether they receive

their bachelor’s degree within four years after starting the degree. However for the notion of succeeding

a myriad of different definitions could be used. The first element would be determining what a student

should achieve to succeed, is this completing the first year, the bachelor’s degree or the master’s degree.

The next choice would be in what time frame the result should be achieved. For example in the first year

does it require passing all the exams at the first attempt or is it having passed all courses by the end of

the academic year. For the bachelor’s and master’s degrees the question can be raised if this should be

through getting the degree eventually, completing the standard study path (three years for a bachelors)

or could this be flexible to a certain extent. The definition of what success looks like will affect fairness

itself. For example, students with a disability often take slightly longer to achieve their bachelor’s degree

[26].
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It is also important to analyse the effects of the different results that the AI system for the SIMON-

test might return. This will be observed from the student’s standpoint as they are the most affected by

the AI system. For a student, the worst possible result would be a false negative, receiving that they

would not succeed while, in reality, they would have. A false positive, predicting a student would succeed

while in reality they will not, is less detrimental to them. Currently, it is not unheard of for a student to

reorient towards a different degree, and that is what most likely would happen when a student is given a

false positive. Because a false negative would result in reducing the options of a student for their future

it is the most crucial case on which the fairness definition should focus.

3.4.1 Individual fairness

Fairness through unawareness Fairness through unawareness is often seen as the baseline of fairness.

It prevents causal discrimination, which is legally the clearest form of discrimination. However, this will

not guarantee that the system does not discriminate. Due to the nature of the data in the SIMON-test it

seems likely that a certain sensitive attribute influences relevant features for making the prediction. While

there would be no causal discrimination in the system, another form of discrimination is not impossible

to occur. It seems insufficient to use fairness through unawareness in the SIMON-test and deem it fair

without any further investigation.

Suppression Suppression was briefly discussed as an extension of fairness through unawareness. It

either removes the highly correlated features or makes changes to them. Removing the highly correlated

features from the SIMON-test does not seem like a good decision as the features are all closely related to

the individual. This could mean that removing the highly correlated features would either mean removing

too many features from the data set or setting a very high correlation threshold. This very high correlation

threshold might remove some correlation but the intention of removing all significant correlation will not

occur. The possibility of transforming the data is possible, but will be highly complicated. This combined

with the limited data set it will be very difficult to generate a proper result. If a strong notion of fairness

could be achieved through the other definitions then that option should be preferred.

Fairness through awareness As was discussed in subsection 3.3.1, it is difficult to achieve fairness

through awareness. Because the SIMON-test is backed by people with a strong knowledge about education

and students it is not unfeasible that a correct distance metric could be devised. Or at least that no use

of an incorrect distance would occur. The greatest difficulty in achieving fairness through awareness in

this situation would be the implementation of an algorithm. While this could be very much possible it is
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not widely tested and is still raising several questions. Therefore fairness through awareness might be an

interesting aspect to research in the future but does not seem like the best solution at the current time.

3.4.2 Group fairness

Statistical parity Statistical parity on its own is a sufficient characteristic to determine that there

is no discrimination in the system, in the sense that no legal liability is present if statistical parity is

satisfied. However in general statistical parity is not very desirable to achieve. It often comes paired with

compromising on the accuracy of the system, the opposite of what is desired in an AI system. If there

were only small differences between the base rates of the sensitive and non-sensitive groups then this

loss in accuracy could be minimal. However for the sensitive group of students who come from a lower

socio-economic background the numbers often reflect a lower chance of succeeding than student from a

higher socio-economic background [27, p. 38]. This difference in base rates indicates that using statistical

parity might require a fairly high compromise with overall accuracy.

Conditional statistical parity For conditional statistical parity it might be difficult to find a feature

on which the different student groups can be divided. The best option seems to be on the hours of

mathematics a student had in high school. This seems like a logical attribute to split the students as

it ascertains their prior mathematical knowledge and interest. However the question must be raised if

splitting on this feature does not introduce some bias of itself. Not all schools provide the possibility of

following for example eight hours of mathematics. This means that the school a student attended can

influence the group they will be split into. This presents a hardship as often the school a student attended

is linked to a student’s personal situation. This decision can probably be defended on legal basis, but

morally it could raise some more questions.

Predictive parity Predictive parity in this context means that when a student receives a positive

prediction of the system, irrespective of their sensitive attribute, they have the same chance of this

prediction to be correct. In the context of choosing a profession this translates that the same ratio of the

students across groups who received a positive prediction will be able to go into the profession. It is clear

that this is not a definition which encapsulates the goal of this system. The main importance is assisting

students with their choice in higher education, this definition gives very little reassurance to the student

that they can trust the system. They get reassurance if they receive a positive prediction, but they know

very little if they receive a negative prediction. Therefore while this definition can create some benefit

for the system, but it does not encapsulate its goal and the tied fairness concept of it.
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Predictive equality Satisfying predictive equality provide some benefit to the system. In the setting

of the SIMON-test it makes sure that one group will not be overestimated compared to another. This

introduces some sense of fairness into the system, but false positives are not the worst thing to happen

for a student. False negatives affect students a lot more, and these are not included in the definition of

predictive equality. If the goal of the application would be used in an admission’s setting as discussed in

the introduction, then the university might be more interested in false positives as they are not beneficial

to them. Alternatively maximising the accuracy would reflect their interests more. This makes predictive

equality a reasonable fairness definition to use, more so in an application used in an admissions settings

than for a supportive tool such as the SIMON-test. The definition does however not encapsulate certain

situations which are more crucial to control.

Equal opportunity Equal opportunity is one of the more crucial fairness definitions in the context

of the SIMON-test. If the AI system satisfies equal opportunity then students from different groups are

equally likely to get a false negative, which is the worst possible situation. It is best to try and avoid

false negatives as much as possible, but as most AI systems are not perfect it is not practically feasible to

prevent them completely, aside from a trivial system which only returns positive predictions. Equalling

the chances of a false negative across the groups makes that they have equal opportunity (like the name

of the definition) to start their education. A higher false negative rate for one group would result in

less opportunities given to them, which is the concept of discrimination. Thus equal opportunity is an

important fairness definition to satisfy in the case for the SIMON-test.

Equalised odds As equalised odds combine the two definitions above this section and equal opportunity

is on its own a good fairness definition, that makes equalised odds definitely a good fairness definition

for the SIMON-test. It must be noted that the stronger/restrictive a fairness definition is, the harder it

could be to achieve. So if an AI system would satisfy equalised odds it would be a great feat, but the

decision can also be made that equal opportunity is sufficient.

Conditional use accuracy equality Conditional use accuracy equality mainly equalises the chances

that a given prediction is correct. In a situation like the SIMON-test, this useful information. In a

situation where the base rates are balanced across groups, then the value of the definition increases.

However in this situation the only added value that can be seen is that a student knows they are just as

likely as anyone else in their year to succeed. Therefore it does not seem crucial for a system to satisfy

conditional use accuracy equality.
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Overall accuracy equality While overall accuracy equality seems like a good fairness definition to use,

it has many pitfalls when used as the sole fairness definition. The main reason overall accuracy equality

is not a desirable definition on its own, is the large difference between the effects of a false positive on

a student’s life versus a false negative. Accuracy could be equal across groups but where one group

could have significantly more false negatives than the other group, leading them to be disadvantaged. In

the situation of the SIMON-test it could also be difficult to achieve equal accuracy across groups. The

fairness guarantee provided with the overall accuracy equality is less compared to the equal opportunity

fairness definition. Large discrepancies in accuracy across groups will evidently not be beneficial, as the

incorrectly predicted students would not obtain the degree. They either would not start (false negative)

or not succeed (false positive). Overall accuracy equality is important to a lesser extent than for example

equal opportunity, but is still beneficial to satisfy (with perhaps a larger error margin between groups)

for the SIMON-test.

Treatment equality It is difficult to determine if treatment equality would work in this situation. In

order to evaluate the usability of treatment equality some notion of the proportions within the data is

important. If the data set is large enough and the base rates between the groups are similar enough

then treatment equality could be a good fairness measures. It would achieve the similar effect of equal

opportunity, where one group would not necessarily be more disadvantaged. When using treatment

equality it is beneficial to include overall accuracy equality as an additional definition to satisfies in order

to prevent that fraction could otherwise get out of hand.

3.4.3 Recommendation

The simplest definition to hold an AI system to is causal discrimination. This can be seen as one of the

benchmarks for fairness. However a combination of different fairness metrics could achieve a more fair

system that might break causal discrimination, but not necessarily would. An added condition would

be that causal discrimination is only broken when the differing predictions would be correct. This is

however difficult to ensure in every situation and should be done with caution when chosen instead of

normal causal discrimination.

One fairness definition that seems vital for the SIMON-test is equal opportunity. If the SIMON-test

satisfies this definition and has fairly similar accuracy across the groups than it has a justifiable case

of stating that it is a fair application. Its fairness could even be improved upon if it were to satisfy

equalised odds. Of course it is still for the developer to determine which margins in relation to the data

are acceptable between metrics to classify the statistical measures between two groups as equal.
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Chapter 4

Biases in the data set

Data sets are the backbone of every Machine Learning application, a phrase that has become common

in the setting of Computer Science is Garbage in, Garbage out. This means that a computer program

could use a really great algorithm, but if it were to get bogus inputs, it will not be able to generate the

desired outputs. In the context of Machine Learning this translates to the data set not containing the

appropriate information in order to achieve the goal set out to fulfil. A simple example to imagine is if a

car manufacturer wants to make self-driving cars, who of course need to be able to identify other cars on

the road. If there would only be sport model cars in the data set, then there is a large chance that the

car will only be able to recognise sport model cars, instead of all cars as it was intended.

The following section will introduce the different types of biases that can arise in a data set and cause

undesirable behaviour in the form of discrimination. The types will be ordered firstly by category and

then by likelihood. Each type will be discussed with its definition, an example and if the bias would

be present in the SIMON-test. After that section the analyses of these different biases are made for the

OULAD data set.

4.1 Types of Biases

The bias types discussed in this section comes from the survey conducted by Mehrabi et al. [6]. Before

this discussion can be done properly the collection process of data itself needs to be outlined. The dis-

cussion is supposed to help the reader to possibly draw a parallel to their own data sets and be mindful

of what biases may be present in them. As will be discussed, the type of bias present could be dependent

on the data but also on the factors around it.

29
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Important to note for all types of biases is that the differences need to be systematic. Meaning that

the difference is between two groups, who could be identified in that they share a certain sensitive at-

tribute. If the different circumstances are random between the people in the groups then it will be noise

that is added to the system rather than bias.

In order to understand where the bias might arise from, some general concepts about the collection

of the data needs to be understood. This dissertation focuses on Fairness in AI with regard to fair

treatment of people, so the data collection will in some degree always have a human element to it.

In order to encompass all of the possible biases that might arise, the usage of the data is also incor-

porated in the discussion. This creates three elements in the data collection process, the user interaction,

the data as a whole and the algorithm used. As can be seen on figure 4.1 there is a connection between

the different stages creating a feedback loop throughout.

The first stage of data collection in the context of this dissertation is some form of user interaction.

User interaction can be seen as the source of the data. It can be a user consciously providing data to the

system, by some sort of questionnaire, or unconsciously by simply surfing on a website. It is immediately

clear that there is a large human factor in this stage that should be taken into account.

The second part is the data itself and is also the main subject of data analysis, meaning learning the

characteristics of the data. This can go from general characteristics such as the time when the data set

was collected, such as 50 years ago or one year ago, or it could be about the distribution of the data

collected, such as the gender distribution of the people in the data set. A full data set analysis will be

done further in this chapter.

The final element is the algorithm. This algorithm can be the algorithm that will be designed, but

it is also the algorithm in play when the data is being collected. That algorithm can be seen as the fac-

tors that influences the data a user creates. This could be because it already takes into account people’s

preferences or simply the format which will be more or less accessible by different groups of people.

The data of the SIMON-test itself is not available therefore following analysis added to the bias types is

hypothetical. However most types of biases require a somewhat theoretical analysis.
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Figure 4.1: The feedback loop between different stages relevant to data collection

4.1.1 Data bias through user interaction

The SIMON-test works mostly with user input in the form of tests rather than just actions taken on the

platform. This increases the chances of bias through user interaction as the data is more dependant on

the user.

Definition 4.1.1 (Temporal bias) Systematic distortions across groups or behaviours over time [28]

Distortions defined as temporal bias can have many causes. One possibility is that the platform on which

the data is being collected changed somewhat during the collection of the data. This can influence the

data and create distortions between the newer and the older data. For example Twitter has changed

quite a bit over the years and so have the people that use the platform [29]. This means that the data

of people who used the platform more in Twitter’s earlier days, could vary significantly from people

who are active on it more recently, simply because of temporal bias and not because of fundamental

differences between the users. Temporal bias can also occur because of changes in the mentality of the

population itself, this can be seen for the profession of OB-GYN. Recently the expectation shifted from

them being male physicians to becoming a predominant female field [30]. Also the work ethics within

the profession itself shifted in recent years, indicating another form of a difference in mentality across time.

Temporal bias could also be related to something seasonal. The question here is if there is a possi-

bility that the data gathered would have been different if it was done 6 months later in the year. In

shopping behaviour for example, this could be an interesting factor on what someone buys and how much

they tend to spend. The last possibility of temporal bias discussed is the relative time frame for the

user. In the example of gathering data on how a student perceive their performance on a test, then the

moment respective to when they took/will take the test has an effect on their answer [31]. So in order to
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avoid this origin of bias in the data it is important that the relative time should be equal across groups.

This could still be at different moments in time but those different moments should be relatively equal

for all groups compared to when the test was/is.

If temporal bias is clearly present in a data set then that is a real basis for liability of the designer.

Using an older data set is something the designer should be wary of. If an older data set is used then

there should be some thorough analysis in order to determine which biases might be present.

SIMON-test Temporal bias can only occur if some large differences in behaviour or groups exist over

time. The SIMON-test was taken into use in 2017 [27]. Due to its limited age and that the characteristics

of a (prospective) student do not change that quickly, the chances for temporal bias seems very low at

the time this dissertation is written.

Definition 4.1.2 (Historical bias) Bias introduced by the world as it is or as it was [32]

Historical bias arises through the biases which are present in society, but aren’t desirable. So it is very

probable that these biases are present in the data and it can be up to the AI to compensate for these

biases. Natural Language Processing is a field in which this appears easily. One example is the associ-

ation of a gender to a profession, for example nurse is associated with female and engineer with male.

There is no valid reason to assume a nurse would be a female, but the current way our society works it

is probable. This creates a bias that nurses are assumed to be female.

Historical bias is something that cannot be avoided as it is just a part of society. Depending on the

situation these biases can be troublesome. Take for example an AI system that suggests possible careers

to people. In this situation historical bias could be acceptable in the sense that male student tend to get

the recommendation of engineer more than female students and female students get the recommendation

of nurse more often. The key element in this situation is that it is not impossible for a female person to

get the recommendation of engineer. If the algorithm merely mimics society then it could be accepted in

a legal concept, if it however were to exacerbate these biases then that could become a problem. If the

system was however to determine how likely someone is to succeed for example as an engineer then there

should be no differences based on gender.

SIMON-test The SIMON-test contains certain non-cognitive personal tests. This opens the possibility

for some historical bias to be introduced in the data. This warrants to look at the score distributions

between different groups in order to determine if some systematic distortions have an effect on the

workings of the AI system.
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Definition 4.1.3 (Behavioural bias) Systematic distortions in user behaviour across platforms or con-

texts, or across the people represented in different data sets. [28]

The context in which the data is collected affects the behaviour of the user. This means that if data is

collected through multiple sources, some randomness also called noise could be added to the data. In the

case that one group of users is collected through one medium/platform, and the information of a different

group is collected through another than these can create significant discrepancies in their data. These

discrepancies are also called bias as they are correlated to a group of people.

An example of how behavioural bias might occur can be found in the research paper of Miller et al.

[33]. They found that people’s interpretation of emoji’s across different platforms could also vary sig-

nificantly. However collecting data across different platforms will not always lead to behavioural bias.

Research in human behaviour has looked into behavioural bias for different survey styles and could often

not find any significant differences between the methods [34].

SIMON-test The data for the SIMON-test is solely collected through its own platform. Consequently

there can be no differences across platforms as there is only one platform. It is possible that prospective

students fill them in different contexts, like in a classroom or at home alone which could affect their

behaviour. In order to determine if there could be some behavioural bias, a survey could be devised

which poses the question in what context the prospective students filled out the SIMON-test. This is one

also a type of bias that needs to be checked regularly, as society and the application undergo changes it

is possible for behavioural bias to suddenly occur.

Definition 4.1.4 (Content Production Bias) Lexical syntactic, lexical, semantic, and structural dif-

ferences in the content generated by people. [28]

Content production bias encompasses the differences in language behaviour of the population. This could

propose a problem when using unstructured text inside of a data set. Interesting research is being done

in the field of NLP regarding lexical differences. Currently most systems within the NLP community

are trained on Standard American English, however that variant of English is not is spoken by everyone

else [35]. For example nearly 80% of all African Americans in the United States speak African American

Vernagular English. When testing Natural Language Understanding models against these two forms of

dialect it turned out that they systematically performed slightly worse for the African American Vernag-

ular English.

Creating an NLP application such as a chatbot that is sensitive to certain dialects will also become
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sensitive to certain groups of people as dialect is often correlated with demographics. For example cre-

ating a chatbot that does not work as well for people with a certain dialect will result in discriminating

against those people as the model won’t be able to provide them the same level of service.

SIMON-test The content generated by the student does not contain user generated text. The content

produced is a combination of test results, so no content production bias can occur.

Definition 4.1.5 (Self-selection bias) A subtype of selection or sampling bias in which users select

themselves. [6]

Self-selection bias occurs when the user is actively generating data for the data set, rather than passively.

In self-selection bias the bias is introduced because the user creates some selection bias on their own.

This is often due to unclear requirements for the users. In computer systems this is often a rather rare

type of bias. An example could be if a study would ask hard workers to fill in a survey. What defines a

hard worker is difficult to formulate and no definition would be homogeneous across the population. So

it is possible that people who are not considered hard workers by the researcher’s criteria to still fill in

the survey and increase the noise in the data.

SIMON-test Participation in the SIMON-test is on a voluntary basis. There is however no filter

criteria to participate, so there is most likely no self-selection bias. A slight form of self-selection bias can

occur in that only people who see it as a possibility to follow higher education will fill in the SIMON-test.

This most likely will not have a huge effect on the data, but it is good to keep this in mind.

4.1.2 Data bias in the data set

Bias in the data set is harder to analyse for the SIMON-test as the data set is not available. The following

section cannot ascertain the following biases, but mentions certain aspects which should be investigated

within the data set.

Definition 4.1.6 (Representation/Population Bias) Systematic distortions in demographics or other

user characteristics between the population represented in the data set and the use population. [28] [32]

Population bias is one of the more obvious data bias. When thoroughly exploring a data set it becomes

clear if there are imbalances present which can cause bias. It is important to acknowledge that there must

be a definition of what the target population is and what its characteristics are. The first step is thus

knowing who the use population of the AI system will be, and not work on an unfounded expectation.

After that it is important to identify underrepresented groups in your data set. An example of often
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underrepresented people are illiterate people in Western countries. When certain groups of people are

underrepresented in the data, it can lead to the AI and other data processing techniques to not take them

into account fairly.

A common cause of representation bias is also called sampling bias in statistics. Sampling bias oc-

curs when the data set does not represent the full truth of the objective you are trying to fulfil. The

Corona crisis was a good example of this, at a certain point only seriously ill people could get tested.

This caused the statistics to skew as they didn’t actually represent the people who had the disease, but

only the people who had the disease and were seriously ill. So sampling bias arises due to how the data

was collected and can be found directly in the distribution of the data set. An example of sampling bias

which has real-life effects is in the accuracy of pulse oximeters. Pulse oximeters measure the amount of

oxygen in the blood, this is important if someone is gravely ill or under sedation. Recent studies have

shown that the error rate of these devices are much higher for people with a darker skin tone [36]. This

is likely due to the calibration being mainly done on white people. A rarer case of sampling bias could

be that a bad split is made in the data for training versus testing, but that would mainly be an error to

the technique of creating an AI and less a socio-technical one.

Representation bias although very common is also something serious and is directly the responsibil-

ity of the designer to try and correct it. If certain groups are not well represented then it can be very

difficult for the model to perform well on them. If a model underperforms for a certain group of people

in society then that can be seen as discrimination. The importance of using a representative data set

is also included in the EU proposal [4, §44], where it says that They (the training, validation and test

set) should also have the appropriate statistical properties, including as regards the persons or groups of

persons on which the high-risk AI system is intended to be used.

SIMON-test Representation bias can occur more easily in the data set because the training data con-

tains only entries from people who actually started the degree. In other words the population represented

are the students who start the degree. This can be different from the use population which are the stu-

dents who just finished high school and are still deciding what degree to follow. An example of this can

be found in engineering degrees. Only a small percentage of engineering students are female, leading to a

predominantly male population represented in the data set. This is very different from the demographic

of students who finished high school where around 50% are female. This is an example of representation

bias in the data, but other characteristics or degrees could have other distortions. Knowing where these

distortions could be present requires a thorough analysis of the data set.
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Definition 4.1.7 (Measurement bias) Systematic distortions when choosing, collecting, or computing

features and labels. [32]

The first place where measurement bias can occur is when constructing the data itself. It occurs when

the features are too much an oversimplification of the concept that the system is trying to capture. It

is possible that there is not sufficient information remaining for the AI to learn the ground truth. An

example for this is in college success chances, only looking at the student’s final grade in high school does

not capture the entire picture. Other relevant characteristics can be extra curricular activities, the main

subjects they studied, the school they attended and their home situation.

Another source of measurement bias is when the method of measurement varies across groups. This

means that checking for a certain property is done in different ways. It could be more frequent, more

thorough or simply through a different method. An example of this type of measurement bias was already

presented in section 3.1, where it was discussed how the ground truth whether a car should be pulled

over was distorted. This was because they were more likely to search the car when the driver was African

American, making it more likely to find something. The last form of measurement bias is when the

accuracy of measurement varies across groups. The COMPAS example from the Introduction (Chapter

1) is one place where this likely occurred. Due to the bias in previous decisions of judgements, African

American offenders were more likely to be labelled as high-risk than white offenders [1].

SIMON-test Not enough information is present to predict if measurement bias would be present. One

possible point where measurement bias could arise is in the scoring of the tests. This requires analysing

the aggregation made in these tests and if they could introduce some bias into the data.

Definition 4.1.8 (Linking bias) Differences in the attributes of networks obtained from people’s con-

nections, interactions or activity. [28]

This is mainly relevant in data which can be structured as a graph. Linking bias could be present if there

is a difference in the way the links are constructed. This could be due to user characteristics, like certain

groups of the population create a different close-by network than others [37]. It depends on the use of

the data if this would introduce a bias or not, it is thus necessary to be aware of these differences and

take them into account in the design process. Another possibility of bias appearing among the links can

be due to linkage errors, these are either missing links or extra links which should not be present. While

this can often be just added noise in the data set, if these linkage errors occur because of a specific reason

it might become bias in the data set [38].
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The possibility of liability arises in this situation if these linkage errors were caused by human error.

These things can be easily missed and checking for linkage errors is an important step as is trying to

mitigate them afterwards. If it is not possible to mitigate these problems then extra steps need to be

taken when checking the models behaviour for the groups of people where the linking did not occur

correctly.

SIMON-test There is likely no linking bias in the data. Some links between a student’s result and

their SIMON-test score could be missing, making that student missing from the training data. However

there is no reason to believe that these missing links would be systematic or at least not to a degree that

would significantly influence the data.

4.1.3 Data bias due to the algorithm

The SIMON-test does not fall within a very complex environment, therefore it is not likely for the

algorithm to introduce a significant amount of bias when the data is collected. Theoretically it could

be possible that the algorithm designed to predict the scores of the students could introduce bias. This

algorithm is not available and therefore it is not possible to form any conclusions.

Definition 4.1.9 (Learning/Algorithmic bias) Amplifying performance disparities across different

samples in the data. [32]

Learning bias is the algorithm itself adding bias to the data set. This could be amplifying the bias already

present or introducing it. The algorithm can be unaware to the objective of creating a fair system, espe-

cially if no measures are taken to achieve that it tries to act fairly. If this is the case then the algorithm

simply tries to optimise the metric given to it and in some cases this can lead to increasing disparities. For

example certain edge cases could be identified by humans and handled appropriately, while the algorithm

does not. This could mean that the algorithm could make more biased decisions than a human, which is

the opposite goal of a fair AI system.

Learning or algorithmic bias should be avoided at all cost. If the AI system itself were to increase

the disparate treatment of people then it should never be in use. Using such a system is directly discrim-

inating against people, which is of course illegal.

SIMON-test Algorithmic bias must be investigated when creating the AI application. This cannot be

done on a theoretical basis.
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Definition 4.1.10 (Evaluation bias) Introducing bias into the system by benchmarking the model against

a non-representative data set. [32]

This bias is introduced in the development phase. Even if models are trained on perfectly representative

data, they are often compared to one another using test sets. A test set can be a general benchmark

data set. These benchmark data sets are used to ensure proper comparisons between models and often

also to spare data, in order that all data collected can be used for training and validation. A problem

arises when the test set does not capture the same use population as the AI will encounter. Based on the

test scores the best model will be chosen. But if the test score is not capturing the full picture then the

model which has the highest test scores might not have the best result in the specific use case.

An example of this problem was seen with AI systems that uses a person’s face as input. There are

quite a lot of data sets with images of people’s faces, but are often racially biased. Most of these data sets

contain a lot more white males than others groups from the population [39]. Based on the test scores of

the system on those data sets it is more likely to choose a model that performs strongly on white males,

but not necessarily as well on other people. Leading to possibly the same result as learning bias, creating

systems that should not be in use and were it might not even be known that it discriminates as the test

set would not indicate it.

As already mentioned in representation bias (Definition 4.1.6) the EU proposal regarding high risk AI ap-

plications specifically mentions that the test set must be representative in order to ensure bias monitoring,

detection and correction in relation to high-risk AI systems [4, §44].

SIMON-test It is not likely that evaluation bias will be present in the SIMON-test. The AI system

needs a specific set of features which are highly unlikely to be found in an unrelated data set. It is

important that from their own data a representative test set is constructed.

Definition 4.1.11 (Aggregation bias) The incorrect assumption that mapping from inputs to labels

is consistent across subsets of the data. [32]

Aggregation bias occurs when one model is used for everyone, but there are underlying groups where

using that general model results in aberrant behaviour. This is a very complex type of bias. The best

way to avoid this type of bias is including an expert about the domain in which the AI would function

in the design. An example of aggregation bias is when GPT-3 [40] would be used in a legal documents

framework. GPT-3 is a language model with very strong capabilities. However a general language model

can underperform in a more specialised setting, which can be obscure to a layman in the field.
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The main problem with the aggregation bias is the lacking performance of the model in the other situation.

From a business standpoint cutting these corners will most likely result in a lost investment.

SIMON-test Aggregation bias must be investigated when creating the AI application. This cannot be

done on a theoretical basis.

Definition 4.1.12 (Deployment bias) Bias due to a mismatch between the problem intended to solve

and the way it is actually used in practise. [32]

Often models are created intended to be used in a certain way, but once released into the world start

leading a life of their own. Currently quite a lot of AI tools are developed in order to support the hu-

man decision making process, providing support rather than making decisions. However a real danger

exists that the person who receives the recommendation is more likely to agree with the recommendation

instead of critically taking it into their decision process. This is due to some social phenomena such as

automation or conformation bias.

Deployment bias is also something that is included in the EU proposal [4, §58], where it states Users

should in particular use high-risk AI systems in accordance with the instructions of use and certain other

obligations should be provided for with regard to monitoring of the functioning of the AI systems and

with regard to record-keeping, as appropriate.. This also means that the developer of the system needs to

determine a set of rules in order to prevent deployment bias.

SIMON-test The SIMON-test is currently in use and no clear deployment bias can be identified.

A possibility for deployment bias could be that the SIMON-test is meant to stimulate a student to

use additional resources, such as summer school or study support in order to improve their chances of

success. But if a student were to take their result as a deterrent then the application is used differently

then intended. This would mainly create problems as the fairness definition is dependent on the spirit of

the AI, so the use should match between the designer and the user.

Definition 4.1.13 (Simpson’s paradox) The effect that occurs when the marginal association between

the same two categorical variables is qualitatively different from the partial association between the same

two variables after controlling for one or more variables. [41] [6]

The Simpson’s paradox is the effect that a certain statistical metric can vary heavily within the same

data set simply by splitting the data set in different categories. In section 3.3.2, the definition was

given of conditional statistical parity. The idea behind conditional statistical parity is closely related to
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the Simpson’s paradox as they both distinguish different groups on relevant features. There is a rather

popular real life example of Simpson’s paradox, a law suit at UC Berkeley over the admission numbers of

female versus male applicants [41]. The law suit was about the overall lower admission rates for female

applicants compared to male applicants. However when looking at the admission rates at the different

departments at the university, it seemed that female applicants actually had some slight positive bias in

regards to being admitted. The overall lower admission rates for female applicants were due to the fact

that female students were more likely to apply to the departments which had lower admission rates. In

order to avoid Simpson’s paradox some thorough analysis is necessary. In that analysis it is necessary

to look at these disparities between different subcategories and depending on those results making some

design choices for the AI.

SIMON-test The SIMON-test works on a degree-specific level, making Simpson’s paradox highly

unlikely. Working degree-specific means that there won’t be any more logical subgroups to define, making

controlling for one or more variable not valid anymore.

Definition 4.1.14 (Emergent bias) Emerges some time after a design is completed as a result of

changing societal knowledge, population or cultural values. [42]

Emergent bias arises after a system has in use for some time. For example the use population of a system

may change from what was expected in the design. These changes can be due to different groups starting

to use the system or because of larger societal changes. This is a very tricky form of bias to identify

and requires a strong knowledge of the use population and their evolution. Interfaces with which users

interact are also prone to emergent bias. An example of emergent bias could be a platform on which

personal medical data can be consulted. The original design of the platform might have been that only

doctors could access it. However some new government regulation dictates that individuals can now also

consult the platform and see their medical files. The platform however was not designed to be used by

people with little or no medical knowledge. This could lead to people with little medical knowledge to

avoid the site, creating the appearance that they aren’t interested in their medical knowledge.

In the EU proposal preventing this type of bias in a way included in paragraph 49 [4], where it states

that High-risk AI systems should perform consistently throughout their lifecycle and meet an appropriate

level of accuracy, robustness and cybersecurity in accordance with the generally acknowledged state of the

art. This can be seen that the model should be able to cope with possible emergent bias. This is also

reiterated in paragraph 54 [4] where it states The provider should (...) and establish a robust post-market

monitoring system. again indicating that the system remains monitored after going into production.
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SIMON-test The author of this dissertation does not feel they can comment on emergent bias for a

lack of thorough knowledge of the interaction of students with the SIMON-test and its evolution.

Definition 4.1.15 (Presentation bias) A user can only interact with the elements that were presented

to them. [43]

Presentation bias becomes present when there are discrepancies between what different users get to see.

These different views are often the result of recommender systems, those are AI systems that based on

previous interests of the user presents them with items they are most likely to also be interested in.

Therefore the data can become fairly heavily biased as the users do not get the possibility to generate

the same information, such as watching a certain television show. One solution to lessen the effects of

presentation bias is a method ”explore and exploit” by Agarwal et al. [44]. The idea is that only part of

the items presented come from the recommender system and the other part are items randomly chosen.

This gives the user the possibility to explore items independently from their previous interests.

Presentation bias can also be extended to include the bias introduced by ranking systems. Users will be

recommended items with higher scores leaving items with no scoring or with a lower score less likely to

be seen, and thus also less likely for their scores to change. Representation biases are generally biases

that are introduced by customising user experiences. Meaning that any system which makes the items

seen by the user not random introduce some form of bias. However it is often desirable for the users to

have customised view, so instead of preventing it a smart way of handling this bias is preferred.

In general presentation bias is not common as it requires quite a sophisticated system before the data is

collected. None the less it is interesting how a more complex system can increase the bias in the data.

SIMON-test To a certain degree some presentation bias is present as the courses are also sorted on

the interest level of the student, this could create some minimal presentation bias. However the effects of

this will be minimal as other factors outside of the SIMON-test will influence a student’s choice. This is

different compared to ordering a recommended product online, as the decision for a degree requires more

consideration.
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Figure 4.2: The feedback loop in data collection with bias types

4.2 Analysing the OULAD data set

The first step in analysing a data set is understanding the data set that will be used. This dissertation

uses the OULAD public data set [45] as an example of data analysis and to test different techniques to

enhance fairness. OULAD stands for Open University Learning Analytics Data. The OULAD data set

contains information about courses, students and their interactions with the Virtual Learning Environ-

ments. The goal in this dissertation with the data set is to predict if a student would pass a course or

not. For this reason certain adjustments are made to the data set. These adjustments must be analysed

in order to check whether they introduce bias.

The OULAD data itself was collected over two years. It contains seven different courses, three of which

are in the social sciences research area and four are STEM courses. The number of students who took

a course over the two years varies from 748 to 7,909 per course. In fairness literature this is already a

decently sized data set in the field of education and especially recent [7]. Another strength of the OULAD

data set is the broad variety of sensitive attributes it contains, which is difficult for a public data set

that needs to be anonymous. These sensitive attributes include, gender, age range, index of multiple

deprivation of where they live and whether the student has a disability.
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4.2.1 Data set creation

The eventual set of features in the data set can be found in table 4.1. This set of features needs to be

constructed for all students that took the course in order to train the AI. The types of the features are

also included as the features differ in type. The data set creation for the classification is constructed out

of three tables from the OULAD data set, the student’s activities on the platform, the student’s test score

and the general information of the student. The data set constructed for this dissertation uses the data

available after twelve weeks from the start of the course. The interactions with the online environment

are programmed dynamically so these can be added easily when changing the number of weeks after

which the prediction is made. However the test scores of the students will require some manual changes

in order to include them into the data.

The created data set only contains data for the course BBB. This was done as the AI system predicts

whether a student would pass a course or not, which makes working on a course per course basis a

logical choice. This also helps to avoid Simpson’s paradox and to make the data aggregation simpler.

All data gathered from the OULAD data set is filtered for the course BBB. The student’s activities on

the platform are aggregated in order to create uniform features. These features are the number of clicks

a student makes on a type of content during a week, some personal information of the student and the

scores they had on the tests that fell in the first twelve weeks. Including the clicks a student made

on the platform can give an indication of how actively engaged they are with the course material. This

does also mean that a student who has no activity logged on the platform won’t be included in the data set.

For the course BBB two test moments were organised in the first twelve weeks of the course, both

these test moments were graded by a tutor. In certain sessions a third computer graded assignment was

organised. Because this was not present in all the sessions, this test session was not included as a feature.

The first three sessions had the same score weights for the two included tests, however the fourth session

did not. Because it is not known why this change was made, it is ignored for the data set. If a student

had no results for either of the tests then they are not included in the data set. This means that students

who dropped out before the first test (day 12 or 19 of the course) will not be included. Some students also

had missing values for one of the evaluations. Because logistic regression will be used for the AI system

it does not handle NaN values, so it was necessary to change this value. The decision was made against

removing those students from the data set, in order to save data. A default value of 0 was chosen to

replace the NaN values. A zero is also the same score a student normally gets for not taking part in a test.
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Forumng clicks X The number of forum interactions by the student during week X Integer

Homepagepage X The number of homepage interactions by the student during week X Integer

Oucontent X
The number of content interactions by the students

with Open University content during week X
Integer

Subpage X The number of clicks to a subpage by the student during week X Integer

Url X The number of clicks on an URL by the student during week X Integer

Resource X
The number of times the student interacts

with resources during week X
Integer

Glossary X The number of times the student opens a glossary during week X Integer

Ouelluminate X
The number of time the students uses Blackboard Collaborate1

on the Open University platform during week X
Integer

Oucollaborate X The number of times the student uses collaborate during week X Integer

Quiz X
The number of times the student interacts

with the Quiz tool during week X
Integer

Sharedsubpage X
The number of clicks to a sharedsubpage

by the student during week X
Integer

X test The score of the student in the Xth test Integer

Passed

Whether or not the student passed for the course in the end.

If true this means the student passed or passed with honours.

If false this means that the student failed or dropped out.

Boolean

Male If the student identifies as male or not Boolean

Age band The age range (in years) in which the student falls

0: 0-35

1: 35-55

2: 55 ≤

Disability Whether the student has a disability or not Boolean

Imd band
The multiple deprivation index [46] in which the student

falls based on their home address

0: 0-10%

1:10-20%

...

9: 90-100%

Highest education X Whether the students highest education is of type X Boolean

1 https://www.blackboard.com/

Table 4.1: Adjusted feature set based on the OULAD data set
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Lastly the student’s personal information is added to the data set. Part of the features generated from

the personal information are sensitive attributes, the other part are informative features. In the student’s

personal information their result for the course is also included. This is the label that the AI system

will try to predict. The student’s result is however simplified, passing with distinction will be mapped

to pass and withdrawing from the course is seen as the same as failing the course. As mentioned in

the previous paragraph, people who withdrew fairly early from the course will not be included in the

data set. Simplifying these results removes some information from the system, but also simplifies the task.

The highest degree a student has obtained is included as an informational feature. A hierarchy could be

made amongst degrees, however it was chosen not to do this as this can lead to some difficult decisions,

which would introduce bias. Therefore this feature is one-hot encoded, leading to some sparse features.

Another informative feature that was included is the number of credits a student is following. This can

give an indication of the student’s motivation and their work load. The rest of the features gathered from

the student personal information are sensitive attributes. Two binary features are included, the gender

of the student and whether they have a disability. Originally these were binary features encoded with

strings, these were changed to booleans.

The last two features added to the system are the sensitive attributes of age range and the index of mul-

tiple deprivation (MDI) of the student’s home. The index of multiple deprivation indicates the chances

a person is deprived of based on where they live. These are expressed in percentage ranges with lower

percentages indicating that they were more deprived of chances. Some of the MDI values are missing

from the data set. Because this only occurs in 54 instances, the decision was made to remove these rows

from the data. Just like the age range, the MDI is encoded from strings to a numerical hierarchical feature.

This results into a data set with 5989 rows and 156 columns. For an AI application this is a fairly

small amount of data. This further supports the decision to work with a simpler model to try and

achieve the classification. Important to note that with the way the data is constructed, it is possible for

the same student to appear twice in the data set. This could happen because they followed the course in

more than one organised session.

4.2.2 Bias analysis

In the following section the data set is analysed based on the biases discussed in section 4.1. This is

an example of how a bias analysis can be done for a data set, where the data itself is available. This

is however not representative for all data sets as characteristics, such as how the data is collected and
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the use population have a large influence on the bias analysis. Certain types of biases will require more

analysis than others.

User interaction bias

The user interaction bias is difficult to assess when there is no access to the method used to collect the

data. In this case it is the online platform of the Open University. Another difficulty is the limited social

knowledge of the author about online universities.

Behavioural bias The data was collected through the online platform of the Open University. The user

has three possible methods of interacting with the platform, either they use the website on a desktop,

or they use the website on a mobile device, or they make use of the mobile application. There is no

information available through what platform the data points are gathered and what differences there

are between the platforms. Therefore no assumption of user interaction bias is present in the data set.

If it was possible to change the collection process then the advice would be to include the method to

the interaction itself. This would make it possible to analyse sensitive attributes against the collection

method. If the result shows that these are not spread equally then a deeper evaluation for bias is necessary.

Content Production bias Content Production bias cannot arise in this data set. The content is

generated by clicks on the forum and have no link with producing text.

Historical bias The analysis of historical bias needs to be done by someone with a background in social

sciences and knowledge of online universities. The situation is more complex to analyse for historical bias

as the data is collected passively, so correlations in actions with a sensitive attribute are more difficult

to ascertain than in a questionnaire. Because the author of this dissertation does not contain these

capabilities no statements about the prevalence of historical bias will be made.

Temporal bias The data itself was collected over the period of two years, 2013 and 2014. There is no

reason to believe that any systematic distortion would have occurred during those two years. Therefore

it is assumed that no temporal bias is present in the data set. It is however possible that temporal bias

would arise when the application is implemented for the students to use. As there is a time gap between

training and the implementation of the data. Nothing can be done in the design process to ascertain if

this would be a problem as no current data is available to compare with.

Self-selection bias The users of this data set have not selected themselves as this data was collected

through the normal use of the Open University platform. The decision of the user to be present in the
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data set also did not depend on some sort of criterion that they needed to interpret. For this reason no

self-selection bias should be present in the data set.

Bias in the data set

In the following section the possible biases introduced by the data set will be discussed. This discussion

will be more elaborate because it involves the statics in the data set itself. These kinds of biases can either

be introduced in the data set of OULAD itself or through the adaptations made for the classification

task.

Representation bias Representation bias requires a fairly large analysis because the data set needs to

be compared to the use population. This requires different characteristics to be investigated. The general

characteristics of the population in the entire OULAD data set could be seen as the use population. This

however would make some big assumptions as can be seen at the first characteristic. Therefore a societal

viewpoint is necessary to determine if the data set is representative of the use population.

The first characteristic that will be checked is the gender balance. The OULAD data set only con-

tains male and female as gender identities, so only a reflection can be made about that distribution.

In figure 4.3 the gender distribution for both the BBB course specifically and over the entire OULAD

data set is depicted. It is clear that the distribution in the course BBB is very different from the general

OULAD data set. The course BBB is a course in the social sciences domain [45]. This give an explanation

of why there are clearly proportionally a lot more women taking this course versus the general population

of the Open University courses present in the data set. However the balance that 11.35% of the students

identify as male is still very low even for a course in the domain of social sciences. For this reason we

suspect some bias will be presented in the gender balance as males are less represented in the data set

than in the possible use population.

The second element is the proportion of people with a disability taking the course. In figure 4.4 the

disability distributions for both course BBB and the entire OULAD data set are given. It is clear that

these distributions are very similar between the general use population of all the included courses and the

course BBB at around 9.62%. This differs from the general population numbers in the United Kingdom2,

where the percentage of all people with a disability lies at 22%. This number can be refined more assum-

ing that the use population of the open university will not be children and State Pension adults, leaving

2https://www.gov.uk/government/statistics/family-resources-survey-financial-year-2019-to-2020/

family-resources-survey-financial-year-2019-to-2020

https://www.gov.uk/government/statistics/family-resources-survey-financial-year-2019-to-2020/family-resources-survey-financial-year-2019-to-2020
https://www.gov.uk/government/statistics/family-resources-survey-financial-year-2019-to-2020/family-resources-survey-financial-year-2019-to-2020
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(a) Student gender distribution for the course BBB (b) Student gender distr. in the OULAD data set

Figure 4.3: Gender distributions of the students in the OULAD data set

(a) Student disability distribution for the course BBB (b) Student disab. distr. in the OULAD data set

Figure 4.4: Disability distributions of the students in the OULAD data set

people at work-age where around 19% have a disability. In order to conclude if there is representation

bias for people with a disability the proportions should be looked at on a larger scale. Because online

universities are easier to attend for people with a disability than other universities it is difficult to decide

this without further research.

Age ranges should also reflect the use population of the Open University. In the public data set available

the age ranges are fairly broad in part to ensure the anonymity of the students. Because of this the

representation bias analysis will also be fairly broad. In figure 4.5 the age range distribution for both

course BBB and the entire data set are given. The first very noticeable difference is that for the course

BBB there are nearly no people above the age of 55, while for the entire data set their share was at least

visible on the graph. When looking in the data set for the course BBB itself, it was found that only 6
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(a) Student age ranges for the course BBB (b) Student age ranges in the OULAD data set

Figure 4.5: Age range distribution of the students

people over the age of 55 took the course. Proportionally slightly more people in the age range of 35 to

55 took the course BBB compared to the other courses. In the age range category there is probably some

slight representation bias for the people above the age of 55. Even in the general OULAD data set the

question of representation bias could be posed. As this proportion of people above the age of 55 is very

small compared to the general public. The same recommendation is done as for the disability characteris-

tic to do a more general research in the numbers and not only for these courses during the period of 2 years.

The final attribute that needs to be researched is the multiple deprivation index of where the student lives.

This indicates the possibilities the student has gotten in their life. Representation bias with regard to

the MDI could introduce some severe biases possibly against people with less resources than the average

person. In figure 4.6 two plots are presented, representing distribution of the multiple deprivation index

on a course-specific level and on the entire OULAD data set. The only real differences between the data

for the BBB course and over all the courses in the data set, are in the higher percentage ranges of the

MDI. This shows some slight representation bias. If assumed that the OULAD data set can be seen as

representative for the use population of the Open University.

Measurement bias The first possibility of measurement bias is in features concerning the test scores.

If the difficulty of the tests differ between the sessions then some noise will be introduced into the system.

This however is not correlated to a certain sensitive attribute but rather the moment they took the course.

This means that their is no bias introduced in the data, but only noise.

In the original data set there were four possible outcomes that a student could get for a course: Dis-

tinction, Pass, Fail, Withdrawn. Combining distinction and pass to simply passing the course does not
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(a) Student’s home’s multiple deprivation index for the course BBB

(b) Student’s home’s multiple deprivation index in the OULAD data set

Figure 4.6: The multiple deprivation index distributions of the students’ homes
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change anything significantly, only a small amount of information is lost in that process. This information

can be deemed not necessary for the task. However fail and withdrawn were also mapped onto the same

value as fail. From the standpoint of the university it can be seen as the same, but for a student there is

a reasonable difference. However the reasons for a student to withdraw from the course are not known.

It could be that they withdrew from the class because it was too difficult for them rather than personal

reasons. The decision was made to map these values as the same, largely because a large portion of the

enrolled students dropped out of the class. In appendix B.2.1 the distribution of the dropped out students

can be found. It turns out that both people who identify as male and people who have a disability are

slightly more likely to drop out. More significant is that people who come from a region with a higher

multiple deprivation index, thus who are less deprived, are less likely to drop out of the course compared

to people who live in other regions. As there are only small differences across the groups of people with

different sensitive attributes, a small amount of measurement bias can be suspected due to aggregation

of withdrawn and failed as the same label.

The last form of measurement bias that can arise in the adjusted form of the data set is due to missing

values. In general most AI systems don’t function properly if there are NaN values in the data. In most

cases one of two approaches is used. The first possibility is to remove the data lines which have missing

values. If this method is chosen it could introduce representation bias, but no measurement bias. The

second method is assigning an arbitrary value for the missing feature. This could introduce some mea-

surement bias, but for this the missing values would need to be more prevalent for one group of people

compared to the rest. The analysis was done for the distribution of people who were left out of the data

set because not enough data was generated. This analysis showed that most distributions were similar to

the data distributions themselves when split on the sensitive attribute. The distribution when split on

the IMD property was not very similar to the distribution in the data set. However the IMD distribution

in the data set is more closely related to the distribution of the general population, so there should be

no representation biased created by removing these features.

Linking bias The data set cannot really be constructed as a graph. However because the data set

is constructed from multiple tables in a data set it could be that some information can get lost when

combining these tables. Because of how the data set was constructed and the quality of the OULAD data

set, there should be no linkage error or at least no systemic errors disadvantaging one group of students

based on their sensitive attributes. It is assumed that the OULAD data set contains the correct student

interactions with the platform, thus not having any linkage errors through there. The construction of the

classification data set was done as to remove the person where data was missing for them in one of the
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tables. This should also prevent missing links and duplicate links did not seem to arise in the data set.

Bias through the algorithm

The bias introduced by the algorithm in this section will be about the Open University platform and the

possible deployment method of the classifier. It is assumed that the classifier will simply be a module in

the course which calculates if the student would succeed or not, based on their current efforts.

Presentation bias It is assumed that the Open University functions like all learning platforms. This

means that no personalisation is used for the platform but rather everything is presented in a chronological

order. All students are getting the same elements presented to them, so there would be no presentation

bias in the system.

Aggregation bias The proposed system would be a simple logistic regression model and it would only

be trained using the data from the specific course in which it will be used. There should be no aggregation

bias as the training data is from the specific task trying to be achieved.

Algorithmic bias Algorithmic bias is what will be investigated in section 5. The goal in that section

is to even reduce the overall bias through the use of the model.

Evaluation bias The evaluation of the AI system is done against a subset of the data. So the training

and test data come from the same data source, which is specifically for this task. The only form of bias

that can be introduced is when the split between the training and test data is done in a manner that

they are not representative anymore for the use population. In section 5.1.2 the method is discussed for

making this correct split.

Deployment bias Deployment bias is difficult to predict in an application which has not gone into use

yet. A possible deployment bias is that it could demotivate the students to continue the course, leading

to more drop-outs. It is supposed to be used as a motivation metric and not a deterrent.

Simpson’s paradox Simpson’s paradox does not apply on this problem. If however an application

would be made for all the courses offered by the Open University than Simpson’s paradox comes into

play as that problem could be way too general and break the information from the statistical metrics.

Emergent bias For an application still in development it is not possible to yet have emergent bias.

This should however be checked regularly, but this is discussed in broad lines in chapter 6.
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Figure 4.7: Base rates for the BBB course

4.2.3 Analysis of the base rates

The structure and content of the data was already discussed in detail in subsection 4.2.1. It is however

important to gain an insight on the balance of the student’s results based on their sensitive attributes.

This balance will play an important role in how the different fairness definitions could be satisfied. This

balance is called the base rate in statistics and will also be included when evaluating different fairness

techniques in chapter 5. The general balance of people passing and failing can be seen in figure 4.7. The

figures depicting these balance based on the sensitive attributes can be seen in figures 4.8a, 4.8b, 4.9a,

and 4.10. When analysing these figures it is clear that only the split on gender results in the same balance

of passed and failing in each group. The other sensitive attributes show that people with a disability, or

a lower age or that live somewhere that has a lower index of multiple deprivation on average have a lower

base rate than the other groups based on that sensitive attribute.

The last personal attribute of which its correlation with succeeding is investigated is the highest de-

gree the person has achieved when taking the course. The results of this can be seen in figure 4.9b. It

is clear that there is a correlation between the degree someone has achieved and them succeeding. This

supports the decision of making this a feature in the data set rather than a sensitive attribute.
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(a) Base rates of students split on disability (b) Base rates of students split on gender

Figure 4.8: Base rates of students split on disability or gender for the BBB course

(a) Base rates of students split on their age range

for the BBB course

(b) Base rates of students split on the highest degree earned

for the BBB course

Figure 4.9: Base rates of students split on age range or highest degree for the BBB course
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Figure 4.10: Base rates of students split on the multiple deprivation index of their home for the BBB

course
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Chapter 5

Bias mitigation techniques

5.1 Aspects of bias mitigation

Bias mitigation techniques have the goal of removing or lessening the bias from the data. In essence it is

the opposite of Algorithmic bias (Definition 4.1.9), where the algorithm creates or amplifies bias. In order

to reduce bias in the algorithm the technique intervenes at a certain stage, this is discussed in Section 5.1.1.

It is important to create good train, validation and test sets in order to avoid bias from arising in

the system. The concept of creating good sets is also included in the European Union proposal for AI [4,

§44]. The train and test sets are static and their construction is discussed in Section 5.1.2. The validation

set used for tuning the hyperparameter is created using k-folds, this means that multiple sets are split off

from the training set in order to achieve the validation score, this is discussed in Section 5.1.3 for the base

model. Finally the evaluation process is discussed for the base model in Section 5.1.4. The base model

serves as a type of benchmark to compare the different techniques to. This is valuable to determine the

changes in behaviour and accuracy that the technique bring forth.

5.1.1 Types of bias mitigation

Three types of bias mitigation techniques types can be distinguished. These types are based on where

in the process they take place, hence the names pre-processing, in-processing and post-processing. These

are separated this way because not all AI systems are accessible in every way.

57
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Pre-processing

Pre-processing is making changes to the data which the AI system receives [47]. The idea behind it is to

reduce or remove the bias already present in the data. In order to use pre-processing a good knowledge of

the data itself is necessary. One problem perceived with the pre-processing technique is that it is based

on human insight and not dependant on statistics. This can make it difficult to tune this technique to

achieve the best possible result.

In-processing

In-processing techniques can be more difficult to comprehend what is happening. They affect the formu-

lation of the classification problem in order for it to be aware of the possible discrimination behaviour

[47]. It is also possible to have in-processing techniques for non-classification tasks, but those are out of

scope for this dissertation. In order to use in-processing techniques, it is necessary that the model itself

is accessible, and it is possible to change it. This means that the system should be owned by the business

that uses it; otherwise, these adjustments can prove to be very difficult. Even if the business itself own

the system, it could sometimes still be difficult to implement these changes. In general in-processing

techniques are the most powerful. This is because they make the system aware of the discrimination

problem instead of trying to find fixes.

Post-processing

Post-processing techniques take effect after the model has already learned from the data [47]. Post-

processing can happen in two different manners. If the system itself is a white-box, or in other words, it

is accessible, then post-learning changes can be made in the model’s inner workings. The other manner

is when the system is treated as a black-box, data is fed into the system, and a prediction comes out of

it, but nearly no other information can be gained. Then the post-processing technique purely works on

the predictions it gets out of the system.

AI systems are often black-box or at least treated as a black-box system. This makes post-processing

techniques that work with the system as a black-box very important. The white-box techniques are also

interesting but are often not favoured compared to the in-processing technique, which are often more

powerful.

When tuning a post-processing technique, it is important to watch out for bias introduced by the post-

processing technique. This can consist of adjusting the decision boundary or the samples close to it.



5.1. ASPECTS OF BIAS MITIGATION 59

Not making informed decisions can introduce bias into the system which is the exact opposite of what is

desired.

5.1.2 Creating train and test set

From the data a train and a test set needs to be constructed. The train set is used for training the model.

The test set serves for comparing different models against each other. The trained model is used to predict

the labels of the test set. A measure can be calculated from the relation between the predicted labels and

the actual labels, and different models can be compared based on that measure. In the case of fairness

the accuracy and statistical properties mentioned in section 3 are best used for comparing different models.

The simplest way to create a train-test split is by using a random sampler. This will randomly as-

sign a sample to either the train set or the test set. When a data set is not large this method possibly

violates the assumption that the data is distributed equally across both sets. If this were to occur as

mentioned in subsection 4.1, bias could be introduced in the form of representation bias and evaluation

bias. This can be evaluated by looking at the data distributions in the train and test sets.

A possibility to compensate for this effect is creating multiple test sets (with corresponding different

train sets). Averaging these sets will result in similar statistical properties as when the data set was

large enough not to violate these properties. Moreover, it includes the added bonus of being able to

calculate the standard deviation, which is not possible when only using one data set. The downside of

this technique is that it requires the model to be retrained multiple times. When using a small model,

this is not a big problem, but when starting to use larger models, one should take into account the energy

and time consumption this retraining requires.

A second possibility is not making the split randomly but splitting based on the demographic prop-

erties. In this case, the split is done very consciously but requires more work to accomplish. Certain

demographic groups will become very small when splitting so a strategy needs to determine in what order

a split must be made and how small demographic groups need to be handled.

The latter was applied for the OULAD adjusted data set. In order to ensure the best possible split,

the order of splitting was done, starting with the categories in which the smallest groups were present. It

is important to note that these categories do not only contain the sensitive attributes but also other per-

sonal attributes. This is because making this split is not based on the fairness definition but more on the

proper distribution of the data, a property about which machine learning algorithms are very sensitive.
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For the OULAD data set, the eventual split was made in the following order: The prior education, the

index of multiple deprivation, age, gender, and then disability. This leads to 4479 samples in the data

set and 1506 samples in the test set.

The OULAD data set is fairly small, so a train-test split of 25% was used in order for enough train-

ing power to remain and having the test results for the different models to be representative enough. The

test set is used to ascertain the different group fairness definitions discussed in chapter 3.

5.1.3 Number of folds for the base model

The base model is the LogisticRegressionCV model from sklearn. This is an implementation of basic

logistic regression but with a built-in function that optimises the regulation strength through the use of

cross-validation. In cross-validation, a train set and a validation set are created with the use of folds.

Another data test split means that the same problems start to occur as with the train and test set split.

However, it is more cumbersome to create a function that will make relatively fair splits as was chosen for

the solution in creating the test set. Therefore it seems better to use the other proposed solution for that

problem in these situations, namely working with multiple sets. This can be easily done by increasing

the number of folds used.

The basic value for the number of folds used in sklearn is 5. Another common value for the number

of folds is 10. Determining what number of folds are necessary for proper validation figures can be done

through the use of the learning curves. The learning curve with 5 folds can be seen in figure 5.1a and

with 10 folds in figure 5.1b. Both these learning curves do not look very proper. The false conclusion

could be made that the model is not behaving properly. Howevern no behaviour could be ascribed to the

volatile behaviour. With the prior knowledge of the data, this volatile behaviour in the learning curves

can be ascribed to higher prediction errors due to the distribution of the data.

Increasing the number of folds lowers these prediction errors [48], this however comes with increasing

the computation time. Looking at the learning curve with 20 folds in figure 5.1c the behaviour becomes

more of what can be expected in a learning curve. However, the stagnation in the middle range for the

number of training samples is still slightly strange. The final training curve portrayed in figure 5.1d

uses 30 cross-validation folds. The cross-validation score increases steadily with increasing the number

training samples and even starts to converge with the training score. Therefore the choice is made to use

30 cross-validation folds as a base number of folds when tuning the models. Based on the model itself,

the best number of folds used can vary.
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(a) Learning curve for the base model with 5 cross-

validation folds

(b) Learning curve for the base model with 10 cross-

validation folds

(c) Learning curve for the base model with 20 cross-

validation folds

(d) Learning curve for the base model with 30 cross-

validation folds

Figure 5.1: Learning curves for the base model with different numbers of cross-validation folds



62 CHAPTER 5. BIAS MITIGATION TECHNIQUES

5.1.4 Model evaluation of the base model

The overall accuracy of the base model is 75.1%. In the base model the sensitive attributes of a group are

still given to the model as a feature. They thus have a direct influence on the decision the model makes

for an individual. The weights for these sensitive attributes can be found in table 5.1. Interpreting the

weights of a model can be a difficult feat where often wrong conclusions are made. Therefore the main

analysis of the model will be done through the test set results, which is generally the custom. The one

noteworthy thing about these weights is that the model weights are not zero for the sensitive attributes.

This means that the model finds these characteristics to influence the eventual result.

As was discussed in section 3.3.1, when the sensitive attributes are given to the model as a feature,

that model can show causal discrimination. A first test to indicate whether this model shows any causal

discrimination is changing the values of the sensitive attributes in the test set and comparing the results.

The binary attributes were simply inverted; the values for the categorical attributes such as the index

of multiple deprivation and age range were shifted in order to have the biggest value change on average.

The predictions between the original test set and the test set with the altered sensitive attributes were

compared. No difference could be found between the predictions. This test result shows no evidence of

causal discrimination; however, it is insufficient to determine that the system would never show causal

discrimination. Especially with the non-zero feature weights, the user cannot be certain that there cannot

be any causal discrimination.

Sensitive attribute Model with smart split

Gender -0.003367

Age 0.036027

Disabled -0.048696

Index of multiple deprivation 0.102192

Table 5.1: Weights of the sensitive attributes in the base model with the smart and simple data split.

The most important part of the analysis is the statistical metrics used to determine the fairness definitions

in chapter 3. The base rate (5.1), positive rate (5.2), true positive rate (5.3), true negative rate (5.4),

false discovery rate (5.1) and false omission rate (5.5) are shown on a graphs such as in the figures 5.2,

5.3, 5.4 and 5.5. The accuracy will be mentioned separately. Accuracy is more subtle than the statistical

measures on the graph and is, therefore, less suited to be included. To aid the user in understanding the
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following questions, the formulas for the statistical measures are added below.

BR =
nr. of positives in the test set

nr. of elements in the test set
(5.1)

TPR =
True Positive

True Positive+ False Negative
(5.2)

TNR =
True Negative

True Negative+ False Positive
(5.3)

FDR =
False Positive

True Positive+ False Positive
(5.4)

FOR =
False Negative

True Negative+ False Negative
(5.5)

For each of the sensitive attributes the investigation must be made if the desired statistical measures are

similar across the different groups. As was mentioned in other parts of this dissertation, it is possible that

splitting on a sensitive attribute alone is not detailed enough and some groups can still get treated unfairly

without this being visible through splitting solely on one sensitive attribute. In this instance, the splits

are only done based on one sensitive attribute. Further splitting was not possible as the test set was not

large enough to have further splits which were statistically large enough to be relevant. In the split on age

groups, it was not possible to have a representative split for the last age groups ≥ 55. In the entire data

set, only 6 samples for someone over the age of 55 were present. The decision was to have these 6 sam-

ples in the training set as no valuable information could be gotten from such a small subset in the test set.

The fairness definitions checked in the analysis are statistical parity, predictive parity, predictive equal-

ity, equal opportunity, equalised odds, conditional use accuracy equality, overall accuracy equality and

treatment equality. The explanation and characteristics of these definitions can be found in section 3.3.2.

Conditional statistical parity is omitted from the list because no condition could be found after which

the groups were still large enough for statistical relevance.
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Sensitive attribute - disability In figure 5.2 the statistical metrics can be seen for the test set split

on the sensitive attribute of disability. At first glance it can be seen that the metrics can vary strongly

between the group of people with a disability and without one. From these results the compliance with

the different fairness metrics can be inferred as shown in table 5.2. In the test set there are 134 samples

where the sensitive attribute of disability is true, and 1372 where it is false.

None of the fairness definitions except for overall accuracy are satisfied. This is most likely due to

the large difference in base rate between both groups. Some statistical measures differ by around 18

percentage points between each other, while others are slightly closer related with 9 percentage points.

One group fairness definition that can be seen as satisfied after consulting with the person or entity that

will eventually be responsible for the application is conditional use accuracy equality. The differences

are in a dubious range where they can be seen as equal enough especially because the current groups in

the test are rather small. The accuracy of the group of people with a disability and without a disability

differ strongly with 72.4% and 75.4% respectively. The false negative to false positive ratio in the base

model is 0.321 for the people with a disability and 0.146 for people without a disability, this difference

is fairly large, and it shows that people with a disability get far more false negatives than false positives

compared to people without a disability. This is poor behaviour as false negatives are the worst possible

behaviour that the model can portray.

Sensitive attribute - gender The situation in the split based on a person’s gender is largely different

from the one split on whether they have a disability, as can be seen in figure 5.3. The same table has

been created while evaluating the different fairness definitions based on the gender split. The results can

be seen in table 5.3. Nearly all statistical measures differ around 1% to 5% between the two groups split

on gender, this is most likely because the base rate is much more similar between the groups. There are

170 samples of people who identified as male and 1336 who did not. Again there is one smaller group in

the test set, in this case, for the people who identify as male. Therefore it is not unreasonable to see a

difference of 5% as statistically insignificant given that the user agrees. The accuracy differs less than in

the disability split with 74.1% and 75.2% for the group identifying as male and the group that does not

respectively. The false negative false positive ratios are also similar with 0.222 for people who identify

as male and 0.153 for people who identify as not male. The choice was made to deem any difference in

false negative to false positive lower than 0.1 as satisfying equality, due to the limited size of certain groups.
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Figure 5.2: Statistical metrics of the base model with regard to the sensitive attribute of disability

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✗ ✗ ✗

Difference 18pp 7pp 17pp 9pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ? ✗ ✗

Difference 9pp - 17pp 7pp - 1pp 2.97pp 0.175

Table 5.2: Fairness definition compliance of the base model with regard to the sensitive attribute of

disability
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Figure 5.3: Statistical metrics of the base model with regard to the sensitive attribute of gender

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ? ✓ ? ?

Difference 4pp 1pp 4pp 3pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ? ✓ ✓ ✓

Difference 3pp - 4pp 1pp - 3pp 1.1pp 0.069

Table 5.3: Fairness definition compliance of the base model with regard to the sensitive attribute of

gender
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Sensitive attribute - age range The second to last sensitive attribute to discuss is the age range,

where the statistical measures are displayed in figure 5.4. The distribution of samples between these

groups is a lot more balanced, with 986 samples of people under 35 and 520 samples for people between

the ages of 35 and 55. As mentioned before, the age range above 55 is not included as there were not

enough samples in the training data. Unlike the previous sensitive attributes, the equality between the

statistical measures is clear as noted in table 5.4. By clear, it means that statistical differences of 1 or 2

percentage points are close enough in a data set of this size to be deemed equal. The accuracy between

the age group under 35 and between 35 and 55 are similar with 75.3% and 74.8%, respectively. The ratio

of false negatives to false positives is incredibly close compared to the previous sensitive attributes with

0.162 and 0.159 for the age group under 35 and between 35 and 55, respectively.

Sensitive attribute - index of multiple deprivation The index of multiple deprivation is the last

sensitive attribute to discuss. It differs from the other sensitive attributes in that it splits the data set into

ten different groups. Because there are more and thus also smaller groups, the tolerance of the difference

between the different statistical measures must also be greater. Failing to be equal is seen more as a

systemic distortion across the different groups, like for the True negative rate in figure 5.5. The general

group is also left out of figure 5.5 as it is already very crowded and the evolution across the groups is the

most valuable information that can be deduced. The accuracy varies strongly across the different groups;

however, these variations are no systemic. Unlike for the false negatives to false positives ratios where

there is a clear downward trend with a higher IMD. Therefore, it can be said that the overall accuracy

equality is, but treatment equality is not satisfied. The specific values for the test set for the index of

multiple deprivation can be found in table 5.5. This was done in order to ensure the readability of this text.

IMD range 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Sample size 187 179 183 171 167 152 128 126 119 94

Accuracy 75.4% 75.4% 73.8% 78.9% 73.7% 71.7% 75.8% 71.4% 74.8% 81.9%

TN/TP 0.210 0.222 0.263 0.200 0.158 0.162 0.107 0.091 0.071 0.000

Table 5.5: Test set characteristics when split on the index of multiple deprivation in the base model
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Figure 5.4: Statistical metrics of the base model with regard to the sensitive attribute of age range

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✓ ✗ ✓

Difference 8pp 2pp 13pp 1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✓

Difference 1pp - 13pp 2pp - 8pp 0.5pp 0.003

Table 5.4: Fairness definition compliance of the base model with regard to the sensitive attribute of age
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Figure 5.5: Statistical metrics of the base model with regard to the sensitive attribute of the index of

multiple deprivation

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ? ✗ ?

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✗

Table 5.6: Fairness definition compliance of the base model with regard to the sensitive attribute of the

index of multiple deprivation
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5.2 Different bias mitigation techniques

In the following section different bias mitigation techniques will be discussed. The first two techniques

discussed were already introduction in Section 3.3.1 about individual fairness definitions, mainly fairness

through unawareness (Section 5.2.1) and suppression (Section 5.2.2). Both these techniques can be

classified as pre-processing techniques. The following technique Threshold optimiser (Section 5.2.3) is

the only technique discussed which specifically tries to satisfy certain group fairness definition. It uses

post-processing to achieve this. The final technique discussed in Section 5.2.4 is an in-processing technique

that works on the loss function of the algorithm. It is not per se a fairness technique, but can be used as

one.

5.2.1 Fairness through unawareness

Fairness through unawareness differs from the base in that it does not use the sensitive attributes as

features. In fact, the model itself does not use the sensitive features at all. The model’s designer uses

them uses them to gauge how the model acts for the different groups based on the sensitive attributes.

Because the data is altered by leaving the sensitive attributes out of it, the fairness through unawareness

technique can be seen as a form of pre-processing. It is not a pure form of pre-processing as it is possible

that when the model is being used the data about the sensitive attributes is never gathered about someone.

As discussed in section 3.3.1, fairness through unawareness ensures that causal discrimination is im-

possible. So two people who have generated precisely the same data but only differ in their sensitive

attributes are sure that they will receive the same prediction. The model, in this instance, cannot see the

differences between the two persons as it is unaware of their sensitive attributes. Again, it is important

to emphasise that this is not sufficient to rule out any form of discrimination. In the data generated the

influences of one’s sensitive attributes can still be present. A developer should still check if the different

groups are treated equally based on their sensitive attributes, as will be done in the following section.

However, there is a cost for removing information from the data set; 0.8 percentage points are lost

for the global accuracy. This cost, however, is minimal in this case and can be seen as valid for ensuring

that no causal discrimination occurs.

Model evaluation

Sensitive attribute - disability Only one fairness definition is satisfied when using fairness through

unawareness and splitting on disability as a sensitive attribute, which is the false negative to false positive
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Figure 5.6: Statistical metrics of the fairness through unawareness model with regard to the sensitive

attribute of disability

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✗ ✗ ✗

Difference 13pp 10pp 8pp 7pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✗ ✓

Difference 7pp - 8pp 17pp - 4pp 4.6pp 0.039

Table 5.7: Fairness definition compliance of the fairness through unawareness model with regard to the

sensitive attribute of disability
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ratio. This is noted in table 5.7 and can be deduced from figure 5.6. The other statistical measures also

vary significantly more than in the base model. So while causal discrimination is removed from the

system it does not mean well for most statistical measures used in group fairness definitions. The fairness

through unawareness model accuracy is 70.1% for the group of people with a disability and 74.7% for

the group of people without a disability. This is a larger difference than before, with a negative effect

for people with a disability compared to the base model. This shows that removing simply removing the

sensitive attributes will not make a system necessarily fair. However, the false negative to false positive

ratio has become more fair as the ratio increased much more for the group of people without a disability,

leading to 0.379 for people with a disability and 0.340 for people without a disability. However, this ratio

is still to the disadvantage of people with a disability as they are more likely to receive a false negative

than a false positive compared to the group of people without a disability. However one important note

to make on this is the base rate of nearly 50% for people with a disability. This makes that there are the

same amount of samples that can become a false positive or a false negative. While with the higher base

rate of the other group proportionally there are fewer samples that can become a false positive, making a

higher false negative to a false positive ratio more logical for them, which is not the case in this instance.

Sensitive attribute - gender All statistical measures included here to compare different groups are

equal when the split is made on gender as is shown in figure 5.7. This leads to the model with fairness

through unawareness satisfying all fairness definitions discussed and noted in table 5.8 for the grouping

based on gender. This is the opposite situation from when the split is made on whether they have a

disability. If the business that plans to implement this tool does not care about fairness across the other

sensitive attributes, fairness through unawareness brings the optimal solution. However, it would be

incorrect to simply ignore the characteristics across different sensitive attributes unless a very strong

argument can be made. The reason that all the measures can be so equal is probably because of the very

similar base rates. However, this should not be used as an argument for not having satisfied the chosen

fairness definition for all sensitive attributes. If these base rates differed more radically, it would become

impossible to satisfy all fairness definitions with the same model. The difference in accuracy is smaller

than one percentage point with an accuracy of 73.5% for the group that identifies as male and 74.4% for

the group that identifies as not male. After removing the sensitive attributes as features, the difference

decreased slightly for false negative to false positive ratio , but the values increased. In this case, the

ratio becomes 0.324 and 0.346 for the group that identifies as male and the group that identifies as not

male, respectively.
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Figure 5.7: Statistical metrics of the fairness through unawareness model with regard to the sensitive

attribute of gender

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✓ ✓ ✓ ✓

Difference 1pp 1pp <1pp <1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✓ ✓ ✓ ✓

Difference <1pp - <1pp 1pp - 2pp 0.9pp 0.022

Table 5.8: Fairness definition compliance of the fairness through unawareness model with regard to the

sensitive attribute of gender
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Figure 5.8: Statistical metrics of the fairness through unawareness model with regard to the sensitive

attribute of age range

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✓ ✗ ✓

Difference 7pp 3pp 10pp 1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✓

Difference 1pp - 10pp 3pp - 9pp 0.11pp 0.015

Table 5.9: Fairness definition compliance of the fairness through unawareness model with regard to the

sensitive attribute of age
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Sensitive attribute - age range The split on the sensitive attribute of age range tells yet another

story compared with the base model results. The results of the statistical measures are shown in figure

5.8 and whether they satisfy the fairness definitions in table 5.9. The model satisfies the same fairness

definitions as the base model with the added bonus that the differences in the definitions it did not

satisfy shrunk. The differences in accuracy between the groups are also very minimal with 0.11% as the

prediction accuracy for the group under 35 is 74.34% and 74.23% for the group of people between the ages

of 35 and 55. Only the false negative to false positive ratio is increased both in the difference between

the groups and their absolute values with 0.339 and 0.354 respectively for the group under 35 and the

group between 35 and 55. This is undesirable as this means more false negatives than false positives than

in the base model, while false negatives are less undesirable. However, the increase is from a very small

value to a slightly larger value, but still well below the set range for equality.

Sensitive attribute - index of multiple deprivation The results for the index of multiple depri-

vation show nearly all the same trends as for the base model. These trends are shown in figure 5.9

and table 5.11. When using the fairness through unawareness model, the true positive rate becomes

more equal than in the base model, satisfying the equal opportunity fairness definition. A trend now

appears in the false negative to false positive ratio that increases with a higher index of multiple de-

privation, making it not satisfy the treatment equality as it seems to increase for the middle range of

the IMD index. It is also noteworthy that the accuracy across the different groups starts to vary much

less than in the base model, especially with fewer groups with much higher accuracy. In terms of fair-

ness, this could be seen as a positive evolution, but for the model itself, this is less positive. Table 5.10

shows the fairness definitions that the fairness through unawareness model satisfies and which it does not.

IMD range 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Sample size 187 179 183 171 167 152 128 126 119 94

Accuracy 71.7% 76.0% 75.4% 78.4% 68.9% 73.0% 75.8% 72.2% 75.6% 77.6%

TN/TP 0.293 0.265 0.364 0.423 0.444 0.414 0.409 0.346 0.208 0.235

Table 5.11: Test set characteristics when split on the index of multiple deprivation in the fairness through

unawareness
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Figure 5.9: Statistical metrics of the fairness through unawareness model with regard to the sensitive

attribute of the index of multiple deprivation

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ? ✗ ✓

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✗

Table 5.10: Fairness definition compliance of the fairness through unawareness model with regard to the

sensitive attribute of the index of multiple deprivation
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5.2.2 Suppression

Suppression is a pre-processing technique that builds further upon fairness through unawareness. The

concept of suppression was already discussed in section 3.3.1. The implementation used for suppres-

sion is from the Fairlearn package [49]. More specifically, the class CorrelationRemover from the fair-

learn.preprocessing package was used. Like fairness through unawareness, it removes the sensitive at-

tributes from the data set and addresses residual correlation in the useful features with the sensitive

attributes. One implementation of suppression is to remove the features that are highly correlated fea-

tures with the sensitive attributes. This is not the technique used in this section.

The method used in this section will make use of linear regression in order to remove the correlation

from all the remaining features with sensitive attributes. Removing this correlation results in a new set

of features. The method introduces a new hyperparameter α. α determines how much of the correlation

should be removed; if α = 1 then all correlations will be removed so that only the new set of features

will be used. In the case that α = 0, the new set of features will not be used and rather the old set

of features without the sensitive attributes are used. Any value for α in between 1 and 0 will create a

weighted average for each feature based on the original and the new feature set.

Hyperparameter tuning can become tricky if a lot of the features are highly correlated with the sen-

sitive attributes. In the case of the OULAD data set, this will be to a much lesser extent, so using an

α = 1 will work well. In the case of the SIMON-test, this can become more difficult as the features are

more likely to be highly correlated with the sensitive attribute. Working with α = 1 can remove too

much information from the attributes. Therefore it is recommended to see if lower values of α would

result in better performance with minimal fairness trade-offs.

Suppression is a pre-processing technique that is focused on the individual fairness definition. It is

not designed to ensure any kind of group fairness, as will be clearly visible in the model evaluation. The

idea for suppression is to decrease the dependency of the model on any sensitive attribute.

The second aspect that is important to remember is that suppression works with the sensitive attributes

of the person. In order to use suppression in the pipeline of the AI system, these sensitive attributes need

to be collected from everyone using the system. This is not a problem in certain applications, such as

those used inside of an institution. However, in an application that is out in the open space, it might be

more difficult to collect this personal information and not deter people because of it.
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Model evaluation

The first somewhat surprising element when using the suppression technique in this instance, is the slight

increase of 0.27 percentage points of the accuracy compared to when solely fairness through unawareness

was used. With an accuracy of 74.57%, the suppression model is 0.53 percentage points lower than the

base model, where the sensitive attributes were included as features. This is not surprising as the base

model did have more features.

There is also a trend becoming clear in the statistical measures of the system. While the positive rate

is constant between this model and the two previously discussed, other measures show a steady trend.

The true positive rate dropped slightly when leaving out the sensitive attribute in fairness through un-

awareness and dropped even more when this form of suppression was applied. The same happened with

the true negative rate. The opposite happened with the false discovery rate and the false omission rate.

Here, the values steadily increased at first when using fairness through unawareness and continued when

applying the suppression.

Sensitive attribute - disability The distribution of the statistical measure when split on the sensitive

attribute of disability is shown in figure 5.10. From this figure, it can be determined whether or not a

certain group’s fairness definition is satisfied, as is noted in table 5.12. Compared to the model that

only used fairness through unawareness, there are now two definitions, namely predictive parity and

conditional use accuracy equality, where, in agreement with the user, it can be said that they are satisfied.

The accuracy across both groups is much closer together when the split is made on disability, with the

accuracy of the group of people without a disability being 74.6% and for the group of people with a

disability becoming 73.9%. The similarity in accuracy from a gap of 4.6 pp in fairness through unawareness

to only 0.76pp is especially an improvement. However, the gap is still larger compared to the base model.

Accuracy is often at least one of the group fairness definitions that a model should satisfy, making it

valuable. The false negative to false positive ratio increased, to much higher values for both groups,

with 0.667 for people with a disability and 0.426 for people without a disability. The difference between

both groups is also a lot higher than in fairness through unawareness, and it is also significantly higher

compared to the base model. The statistical measures used in the group of fairness definitions not yet

mentioned show very similar differences compared to fairness through unawareness. This is not surprising

as suppression is not a technique that focuses on satisfying fairness through unawareness.
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Figure 5.10: Statistical metrics of the model with suppression with regard to the sensitive attribute of

disability

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ? ✗ ✗

Difference 19pp 5pp 17pp 9pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ? ✓ ✗

Difference 9pp - 17pp 5pp - 5pp 0.76pp 0.241

Table 5.12: Fairness definition compliance of the fairness through unawareness model with regard to the

sensitive attribute of disability
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Figure 5.11: Statistical metrics of the model with suppression with regard to the sensitive attribute of

gender

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ? ✓ ✗ ?

Difference 5pp < 1pp 6pp 4pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ? ✓ ✓ ✗

Difference 4pp - 6pp <1pp - 2pp 0.51pp 0.141

Table 5.13: Fairness definition compliance of the model with suppression with regard to the sensitive

attribute of gender
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Sensitive attribute - gender From figure 5.11 and table 5.13, the statistical measures and the compli-

ance with the chosen group fairness definitions can be found when split on gender as a sensitive attribute

and using the model with suppression. In this instance, fewer of the fairness definitions are satisfied,

unlike when the split is made on disability, where more definitions were satisfied compared to the fairness

through unawareness model. Positively the disparities between the different statistical measures are still

fairly small and could be seen as acceptable in certain situations. Another positive factor when using

suppression is the accuracy of both groups becoming more similar compared to both the base model and

the fairness through unawareness models. The accuracy for the group that identifies as male becomes

74.1% and 74.6% for the group that identifies as not male which is an increase for both groups compared

to the fairness through unawareness model. The difference and the values themselves for the false nega-

tive to false positive ratio increased significantly with the new values becoming 0.571 and 0.430 for the

group that identifies as male and not male respectively. This is not beneficial as, in this use case, false

negatives are far worse than false positives. When looking at the distribution itself, it is clear that there

are more false negatives in the model than in the fairness through unawareness model, but also fewer

false positives which on its own is positive, as that means higher accuracy.

Sensitive attribute - age range As shown in figure 5.12, there are larger and smaller disparities

ranging from 13 to 2 percentage points between the different statistical fairness measures when split on

the sensitive attribute of age. Again different behaviour can be seen in the group fairness definitions

that are satisfied for the split made on age compared to the previously discussed splits, as noted in table

5.14. All the statistical measures are fairly similar to the fairness through unawareness model. The only

fairness measures significantly different are the differences in the false omission rate, which is now just 6

percentage points making it low enough for conditional use accuracy to be possibly considered as satisfied.

The same behaviour continues that the differences in accuracy lower further with 74.54% for the group

of people under the age of 35 and 74.62% for people between the ages of 35 and 55. The important

difference for treatment equality, namely the false negative to false positive ratio increased from 0.015 to

0.087. These are, however, still significantly small numbers to satisfy the definition. These values are,

however, again increased compared to fairness through unawareness, with the ratio being 0.476 and 0.389

for the group under 35 and the group between 35 and 55 respectively.
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Figure 5.12: Statistical metrics of the model with suppression with regard to the sensitive attribute of

age range

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✓ ✗ ✓

Difference 10pp 2pp 13pp 3pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ? ✓ ✓

Difference 3pp - 13pp 2pp - 6pp 0.08pp 0.087

Table 5.14: Fairness definition compliance of the model with suppression with regard to the sensitive

attribute of age
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Sensitive attribute - index of multiple deprivation The graph containing the statistical measures

for the groups split on their index of multiple deprivation is shown in figure 5.13. The table containing

the specific accuracy and false negative to false positive ratio for each group is noted in table 5.15. The

fairness definitions that the suppression model satisfies and does not satisfy are included in table 5.16.

The same trend continues for this split that the suppression model is not beneficial for the group fairness

definitions, except for the accuracy. For the false negative to false positive ratio the unfairness increases

in this instance as the ratio is a lot lower for people who live in a region with a higher index of multiple

deprivation than people who live where it is lower.

IMD range 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Sample size 187 179 183 171 167 152 128 126 119 94

Accuracy 71.1% 76.0% 76.5% 78.4% 68.3% 73.7% 77.3% 71.4% 75.6% 79.8%

TN/TP 0.688 0.483 0.593 0.423 0.559 0.379 0.381 0.385 0.208 0.118

Table 5.15: Test set characteristics when split on the index of multiple deprivation in the model with

suppression
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Figure 5.13: Statistical metrics of the model with suppression with regard to the sensitive attribute of

the index of multiple deprivation

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✗ ✗ ?

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✗

Table 5.16: Fairness definition compliance of the model with suppression with regard to the sensitive

attribute of the index of multiple deprivation
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(a) Basic decision threshold in logistic regres-

sion

(b) Decision threshold in logistic regression

optimised per group

Figure 5.14: Decision thresholds in logistic regression

5.2.3 Threshold Optimiser

The threshold optimiser is a very basic post-processing technique. This post-processing technique can

work with a given fairness constraint (a statistical measure which should be held similar across groups).

The threshold optimiser takes the result from a normal classification or regression model and then adjusts

it according to the sensitive attributes of the sample.

In the case of classification the threshold optimiser shifts the decision threshold. In figure 5.14a the

basic decision threshold in logistic regression can be found. The curve is fitted based on the training

data. The features are the input x of the system from which the y-value in the range [0,1] for the sample

is returned. If the y-value is higher than the threshold, the prediction will be 1; otherwise, it will be 0.

In basic logistic regression this threshold, normally at 0.5, is set for all groups equally. In the threshold

optimiser this threshold is split into one threshold for each group. These thresholds can be placed at

different values.

The main consequence of these thresholds per group is that causal discrimination is no longer prevented

even when removing the sensitive attributes from the feature set. These sensitive attributes will deter-

mine the group in which a sample will fall, thus directly influencing the y-value and, consequently, the

prediction. The sensitive features can be added to the feature set since causal discrimination will not

be prevented by not including them in the feature set. Sometimes including these features can increase

the fairness of the model. In order for the pre-processing technique to function it is necessary for this

information about a person’s sensitive attributes to be collected.
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When using the threshold optimiser it is necessary to know which fairness definition needs to be sat-

isfied. The threshold optimiser will work with the constraint of keeping the statistical measure coupled

to the fairness definition equal across the different groups. Secondary to the fairness definition, it can

also be possible to choose what metric the system tries to optimise. This cannot conflict with the chosen

fairness definition, but it can further increase equality.

The implementation of the threshold optimiser used is from the open-source package Fairlearn [49].

It accepts 3 different types of fairness definitions. The first one is statistical parity so that the model will

ensure a similar positive rate across the different groups. The other group of possible statistical measures

are the true/false positive/negative rate. The last possibility is satisfying equalised odds, which simply

means satisfying both the true positive and true false rates.

The objective as that the threshold optimiser is optimising an accuracy or a rate. The accuracy could be

simply the accuracy on the entire test set, but it could also be chosen to use the balanced accuracy. Bal-

anced accuracy is the average of the accuracy of the different groups defined by the sensitive attributes.

This differs from the normal accuracy because, in this case, it would be a weighted average between the

groups; with balanced accuracy all groups are equal in the calculation. Another possibility is maximising

the overall positive rate, true positive rate or true negative rate. It is important to match the objective

and the constraint because otherwise, certain trivial predictors, such as only predicting the negative class,

could result in the solution.

A problem when using this implementation of the threshold optimiser is the definitions of the groups.

The groups are created by combining different sensitive attributes. This means that if two samples differ

in one sensitive attribute, they will be divided into different groups. Because the data set used in this

dissertation is fairly largely split, this split will result in fairly small groups making the operation far

more difficult. In the implementation it was even to this extent that the IMD band could not be included

as a sensitive attribute in order not to get a trivial predictor.

Model analysis

Due to the nature of the technique of threshold optimisation it is necessary to control for causal discrim-

ination. These showed between 15 and 21 instances of causal discrimination depending on what sensitive

attribute was controlled. This means that in around 1% of instances causal discrimination occurs. If this

application was used in a setting where it was purely informative for the user and about that same user
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then this causal discrimination could be accepted. However, if this system were to be used as a factor in

a decision pipeline, this causal discrimination is not acceptable and perhaps grounds for a lawsuit as the

difference in the decision is based on a sensitive attribute.

The second element investigated was whether or not it would be beneficial to include the sensitive

attributes as features in the system. This did increase the overall accuracy by 0.7 percentage points com-

pared to when they were not included in the feature set, leading to an overall accuracy of 74.9%. It even

improved the accuracy slightly from when fairness through unawareness or the model with suppression

was used. Another bonus of adding the sensitive attributes to the feature set is that the occurrence of

causal discrimination was lowered. This is one very important aspect which should always be kept as low

as possible. Overall it is only beneficial to include these sensitive attributes as features in this technique.

Perhaps due to the small group sizes, it often happened that certain configurations of the objective

and constraint led to trivial predictors. This is something to be on the lookout for with these types of

post-processing techniques. Eventually, it was chosen for accuracy as the objective to maximise and to

satisfy the true positive ratio for the equal opportunity fairness definition, which is the most crucial in

the imaginary context for the application.

Sensitive attribute - disability The distribution of the statistical measures when split on the sensitive

attribute of disability can be seen in figure 5.15. From this figure, it can be determined whether or not a

certain group’s fairness definition is satisfied as is noted in table 5.17. Although the threshold optimiser

was set to ensure an equal true positive rate across the groups, it is not equal between the group of people

with a disability and the group of people without a disability. This is most likely because the groups for

which this constraint must be satisfied are a combination of the sensitive attributes. On the positive side,

the difference of 6 percentage points is the lowest difference from all the models yet tested when the split

is made on disability. This, coupled with the lowest true negative rate seen for all the models, improved

fairness when looking at the definitions for predictive equality, equal opportunity and the combination of

them both in equalised odds. The accuracy difference is the largest compared to the previously discussed

models. The accuracy for the group of people with a disability drops to 68.7%, while the accuracy of

the group of people who do not have a disability stays fairly the same at 75.4%. An advantage of tuning

the true positive rate is that the false negative to false positive ratio also becomes fairly similar between

the groups. This with 0.323 and 0.284 for the group with a disability and the group with a disability,

respectively.
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Figure 5.15: Statistical metrics of the threshold optimisation model with regard to the sensitive attribute

of disability

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✗ ✗ ✗

Difference 12pp 11pp 6pp 6pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ? ✗ ✗ ✓

Difference 6pp - 6pp 11pp - 3pp 6.7pp 0.039

Table 5.17: Fairness definition compliance of the threshold optimisation model with regard to the sensitive

attribute of disability
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Figure 5.16: Statistical metrics of the threshold optimisation model with regard to the sensitive attribute

of gender

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ? ✓ ? ?

Difference 5pp < 1pp 5pp 5pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ? ✓ ✗ ✗

Difference 5pp - 5pp <1pp - 3pp 6.55pp 0.138

Table 5.18: Fairness definition compliance of the threshold optimisation model with regard to the sensitive

attribute of gender
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Sensitive attribute - gender From figure 5.16 and table 5.18, the statistical measures and the compli-

ance with the chosen group fairness definitions can be found when split on gender as a sensitive attribute

and using threshold optimisation. The use of the threshold optimiser was not beneficial for satisfying

the accuracy constraints when the split is made on gender. This is most likely because the base rates

are very similar between these groups, and the technique works on much smaller groups. This means

that when using this technique, this group split needs to include some compromises. However, this is

still relative as most fairness definitions can be considered satisfied. Just like the split on disability, the

accuracy difference takes a big hit. The accuracy for people who identify as male dips down strongly to

68.8%, while the accuracy for the group that identifies as not male increases ever so slightly compared to

the past models achieving 75.4%. The false negative to false positive rates for this split is 0.406 and 0.268

for the groups that identify as male and not male, respectively. This creates a large discrepancy between

both groups. The ratio is more desirable than the values returned from the model with suppression, but

it is far from a positive evolution compared to the other models discussed.

Sensitive attribute - age range As shown in figure 5.17, there are larger and smaller disparities

between the statistical measures ranging from 12 to 1 percentage points when split on the sensitive

attribute of age. Like disability, the disparities between the statistical measures like true positive and

true negative rates were lowered. Especially beneficial is the very low true positive as the threshold

optimiser used as a constraint. As shown in table 5.19, this leads to equal opportunity to be satisfied,

which is one of the best definitions to satisfy in this context. As has been the trend when using age as

the split, the accuracy between both groups remains very similar. When using the threshold optimiser

the accuracy for the group under the age of 35 becomes 75.1% and 74.4% for the group between the ages

35 and 55. The difference in false negative to false positive ratio is close to the threshold of 0.100 in

order to be considered close with 0.262 and 0.367 for the group under 35 and from 35 to 55, respectively.

However, this is the largest difference in this ratio for all the previously discussed models.
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Figure 5.17: Statistical metrics of the threshold optimisation model with regard to the sensitive attribute

of age range

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ? ✓ ✗ ✓

Difference 5pp 3pp 8pp 1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✗ ✓ ✗

Difference 1pp - 8pp 3pp - 12pp 0.628pp 0.105

Table 5.19: Fairness definition compliance of the threshold optimisation model with regard to the sensitive

attribute of age
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Sensitive attribute - index of multiple deprivation The graph containing the statistical measures

for the groups split on their index of multiple deprivation is shown in figure 5.18. The table containing

the specific accuracy and false negative to false positive ratio for each group is noted in table 5.20. The

fairness definitions that the threshold optimiser model satisfies and does not satisfy are included in table

5.21. It is important to note that the index of multiple deprivation was not used to determine the

groups used in the threshold optimiser. This made them too small and the problem impossible without

a trivial classifier. The true positive rate varies slightly across the different IMD ranges, so it is up to the

implementer to determine if this is sufficiently close to be deemed it fair. The conditional use accuracy

equality is satisfied for the first time, making this an advantage if this technique were used. However this

was deemed a less important fairness definition in the context. The accuracy varies between 70.7% and

80.9% for the different groups. These are higher than the previous models, which is also an important

factor in determining fairness. However, the false negative to false positive ratio is not fair across the

groups. The lower the index of multiple deprivation the higher this ratio seems to be.

IMD range 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Sample size 187 179 183 171 167 152 128 126 119 94

Accuracy 73.8% 76.0% 75.4% 77.2% 70.7% 73.7% 75.0% 72.2% 74.8% 80.9%

TN/TP 0.382 0.333 0.294 0.44 0.371 0.242 0.240 0.129 0.111 0.059

Table 5.20: Test set characteristics when split on the index of multiple deprivation in the threshold

optimisation model
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Figure 5.18: Statistical metrics of the threshold optimisation model with regard to the sensitive attribute

of the index of multiple deprivation

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✓ ✗ ?

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✓ ✓ ✗

Table 5.21: Fairness definition compliance of the threshold optimisation model with regard to the sensitive

attribute of the index of multiple deprivation
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5.2.4 Adjusting the loss function

Adjusting the loss function is a very simple form of an in-processing technique. The goal of machine

learning algorithms is to minimise a certain loss function. In classification, the inputs of this loss func-

tion are the predicted labels on the training set and the actual labels of the training set. The more

labels are predicted incorrectly, the higher the loss. Sometimes a loss function can work even with the

probabilities of how certain a model is of its prediction. This means that optimising the loss means min-

imising the number of incorrect predictions and becoming less certain in the cases of incorrect predictions.

In nearly all implementations of the loss function the loss function itself is impartial to the mistake

that has been made, whether it was mistaking a negative for a positive or the other way around. How-

ever this is not the case in most fairness applications, where one type of incorrect prediction has a worse

result than the other way around. As was discussed in this case; a false negative is far worse for the

person than a false positive. This is something that should be conveyed into the system.

This could be done in two ways. The first possibility would be writing a hardcoded custom loss function

to increase the importance of certain mistakes compared to others. This might seem a good method at

first; however, the study of loss functions is vast and complicated. In most cases it is unnecessary to go

to the lengths of creating a custom loss function for this purpose. The second method is simpler, but

imposes some constraints. In many applications of loss functions it is possible to give a set of weights

to the function itself. With these weights the importance of certain samples can be conveyed. In this

situation, conveying that one mistake is worse than another can be done by increasing the weights of

those samples that, when incorrectly predicted, leads to worse outcomes. In the case used here, this would

mean increasing the weights of the samples that have a ground truth of positive. Incorrectly predicting

those as false negatives is precisely the occurrence that should be avoided. Using this method with the

adjusted weights in the loss function requires, first of all, that the implementation of the loss function

accepts custom weights. The second constraint is that only the weights can be adjusted, so creating a

real fairness definition is not possible. As a result, it is only possible to determine which samples are

crucial to classify correctly.

After determining which samples need to have different weights, it is important to determine the value of

the weights. The higher the weight the more the model changes to try and correct these samples correctly.

The weights must be tuned while keeping the model’s accuracy in mind. If the weights were set too large,

the model might become trivial and only return positive predictions. The effect of updating the model
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weights is in a way similar to the threshold optimiser technique. Changing the threshold optimiser shifted

the decision boundary. While changing the weights of the samples for the loss function will change the

output function on which the threshold is applied for the classification. However, unlike the threshold

optimiser, changing the weights for the loss function works on the internals of the logistic regression and

requires access to the model itself.

Model analysis

It is not possible to use the same implementation of logistic regression as was used for the previous

models, as it is difficult to access the loss function. In order to solve this problem, the python library

pytorch was used with the Binary Cross Entropy loss function. However, when using the implementation

with the basic weight values, the accuracy on the test set was already slightly lower. This can be due to

the difference in loss function used or simply the implementation.

In order to use this technique, a good weight for the samples of interest must be determined. The

samples, in this case, are the samples which should be classified as positive. This is done in order to

minimise the number of false negatives, which is the worst result possible. The decision was made to

set the weight of these samples to three and the other sample weight for the loss function to one. The

implementation for this technique follows fairness through unawareness in order to ensure that no causal

discrimination occurs. When using the weights set to three, then the test set accuracy increases slightly

from 74.3% to 74.4%. This increase is fairly insignificant given the size of the test. However, it does

mean that no real harm has come to the model’s capabilities by setting slightly different priorities.
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Figure 5.19: Statistical metrics of the model with a custom loss function with regard to the sensitive

attribute of disability

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✗ ? ✓

Difference 8pp 11pp 5pp 1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ? ✗ ✗ ✓

Difference 1pp - 5pp 11pp - <1pp 7.1pp 0.0061

Table 5.22: Fairness definition compliance of the model with a custom loss function with regard to the

sensitive attribute of disability
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Sensitive attribute - disability The distribution of the statistical measures when split on the sensitive

attribute of disability can be seen in figure 5.19. From this figure, it can be determined whether or not

a certain group fairness definition is satisfied as is noted in table 5.22. From previous models it was

clear that the split on disability was the most difficult to satisfy. However, when using this technique

of adjusting the weights in the loss model the most important fairness definition is satisfied, being equal

opportunity. Given the accompanying low difference in a true negative then it is reasonable to conclude

after consulting with the implementer that equalised odds is met. An important problem is the difference

in accuracy, with the group of people with a disability having an accuracy of 67.9% and the group of

people without a disability having 75.0%. This can be put into perspective as the false negative to false

positive ratios are 0.0487 and 0.0426 for the group of people with a disability and without a disability

respectively. These low values indicate that most of the incorrectly classified samples were false positives,

which are not the worst to occur. The large difference in accuracy is most likely due to the base rates, as

this model will favour classifying as positive, but the group of people with a disability has fewer positive

samples than the other group.

Sensitive attribute - gender From figure 5.20 and table 5.23, the statistical measures and the compli-

ance with the chosen group fairness definitions can be found when split on gender as a sensitive attribute

and using the adjusted loss function. Similar to the other models, the statistical measures across the

groups split on gender are very similar. The only value slightly high is the true negative rate; this is not

surprising as adjusting the weights of the samples for the loss function made correctly classifying samples

with the ground truth less important. However, it is important to note that the difference of 5 percentage

points could still be considered acceptable. One advantage of this technique is the smallest difference in

accuracy and false negative to false positive ratio as of yet. The result is fairly good, with an accuracy

of 74.1% and 74.4% for the group of people who identify as male and not male. These are both fairly

high in accuracy and also similar which are both strong advantages. The false negative to false positive

ratios are very low as can be expected with the choices made. The group of people who identify as male

has a false negative to false positive ratio of 0.0731 and those who do not identify as male have a ratio of

0.0395.
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Figure 5.20: Statistical metrics of the model with a custom loss function with regard to the sensitive

attribute of gender

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✓ ✓ ? ✓

Difference 4pp < 1pp 5pp 1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✓ ✓ ✓ ✓

Difference 1pp - 5pp <1pp - 5pp 0.28pp 0.034

Table 5.23: Fairness definition compliance of the model with a custom loss function with regard to the

sensitive attribute of gender
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Figure 5.21: Statistical metrics of the model with a custom loss function with regard to the sensitive

attribute of age range

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ? ✓ ✗ ✓

Difference 5pp 4pp 8pp <1pp

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ? ✗ ✓

Difference 1pp - 8pp 3pp - 6pp 1.55pp 0.0218

Table 5.24: Fairness definition compliance of the model with a custom loss function with regard to the

sensitive attribute of age
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Sensitive attribute - age range As can be seen in figure 5.21, there are somewhat larger and smaller

disparities between the statistical measures ranging from 8 to less than 1 percentage points when split

on the sensitive attribute of age. Especially beneficial in these metrics is the very low true positive

difference, as can be seen in table 5.24. This leads to equal opportunity to be satisfied, which is one of

the best definitions to satisfy in this context. The difference in true negative rate is still somewhat too

high, leading to equalised odds, the best possible fairness definition to satisfy, not being achieved. There

is somewhat a difference in the accuracy; however, it seems small compared to the difference in accuracy

when the split is made on disability. The accuracy of both groups is still rather acceptable, with 73.8%

for the group under the age of 35 and 75.4% for the group of people between the ages of 35 and 55. The

false negative to false positive ratio is both small in value and difference between the groups with 0.0361

and 0.0579 for the group of people under the age of 35 and people between 35 and 55 respectively.

Sensitive attribute - index of multiple deprivation The graph containing the statistical measures

for the groups split on their index of multiple deprivation is shown in figure 5.22. The table containing

the specific accuracy and false negative to false positive ratio for each group is noted in table 5.25. The

fairness definitions that the threshold optimiser model satisfies and does not satisfy are included in table

5.26. The technique of adjusting the weights for the loss function had a beneficial outcome when the

split was made on the index of multiple deprivation. The true positive rate is very similar for all groups,

with the biggest difference being 3 percentage points. This means that this implementation of the model

satisfies equal opportunity. The true negative rate is not very equal; however, it might show a different

story if the subgroups were somewhat larger. Lastly, the false negative to false positive ratios are fairly

similar and small, as seen with this model. The highest percentiles of the index of multiple deprivation

even have the ratio at 0. The other groups have almost the same values meaning that the model satisfies

treatment equality.

IMD range 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Sample size 187 179 183 171 167 152 128 126 119 94

Accuracy 66.3% 74.3% 73.8% 77.2% 73.7% 74.3% 78.1% 73.8% 75.6% 81.9%

TN/TP 0.050 0.045 0.043 0.054 0.047 0.054 0.037 0.065 0.000 0.000

Table 5.25: Test set characteristics when split on the index of multiple deprivation in the model with a

custom loss function
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Figure 5.22: Statistical metrics of the model with a custom loss function with regard to the sensitive

attribute of the index of multiple deprivation

Fairness

definition
Statistical parity Predictive parity

Predictive

equality

Equal

opportunity

Statistical

measure
Positive rate False Discovery rate True Negative rate True Positive rate

Satisfied ✗ ✓ ✗ ✓

Fairness

definition
Equalised odds

Conditional use

accuracy equality

Overall accuracy

equality

Treatment

equality

Statistical

measure

True Positive rate

True Negative rate

False Discovery rate

False Omission rate
Accuracy

False negative to

False positive ratio

Satisfied ✗ ✓ ✓ ✓

Table 5.26: Fairness definition compliance of the model with a custom loss function with regard to the

sensitive attribute of the index of multiple deprivation
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5.3 Summary

In this chapter, different techniques were discussed concerning increasing the fairness of a certain AI

system. In order to know the effect of the different techniques, a baseline must be established. Two

possibilities for a baseline exist, using all the information including the sensitive attributes as features or

not using the sensitive attributes in the feature set to prevent causal discrimination.

The most difficult groups to ensure some kind of fairness between them are groups where the base

rate differs strongly, as was discussed in section 3.3.3. It is also important to note that when changing

the model to increase the fairness between two types of groups, groups based on a different split might see

a decrease in fairness. This means that trying to tune an AI system to be fair for all sensitive attributes

can be very difficult to achieve. In order to make this tuning less difficult, a certain range can be set,

which constitutes the allowed difference between statistical measures and still be considered fair.

The different techniques discussed all work on different levels and thus their usability depends on the

developer’s access to the AI system itself. In-processing techniques can be very powerful, as could be

seen in section 5.2.4. They convey what is important to the system itself, even when it is a very simple

technique like adjusting the weights of the samples in the loss function. On the other hand, the pre-

processing and post-processing techniques work differently because they simply change the properties of

the data or the outcome in order to increase fairness. This makes these types of techniques more volatile

to the data itself and tuning them more dependent on the quality of the data.

Something very important when determining what technique to use is the data that will be available.

Both the suppression and threshold optimiser were dependent on the sensitive attributes of the sample

in testing. This means that in order to use the AI system the sensitive attributes must be collected.

This might make it more difficult to persuade people to use the application as certain sensitive attributes

such as socioeconomic background are not information that people like to share. Tied to the sensitive

attributes, it is also important to verify if causal discrimination could occur as a result of the technique.

This is still very dangerous behaviour to occur in a model and should thus be checked if present. Of

course, the systems that are agnostic to these sensitive attributes will not have any causal discrimination.



Chapter 6

Monitoring bias

An AI system which requires fairness cannot simply be put into production and left alone. There are two

reasons why monitoring is important after an AI system which requires fairness starts being used. The

first reason is universal for all AI systems and these relate to the bias of the training set, as discussed

in chapter 4. The second reason arises from the fact that fairness is a social concept, and the social

landscape can influence the use of the system.

In the white paper of the World Economic Forum, How to Prevent Discriminatory Outcomes in Ma-

chine Learning [16], this sentiment of monitoring the system’s bias is encapsulated in the principle of

Access to Redress. This means that the designers and developers of machine learning systems are re-

sponsible for the use and actions of their systems. Their responsibility is to try and redress those affected

by disparate impacts and establish processes for the timely redress of any discriminatory outputs.

The following sections will focus on the possible causes of bias arising that were not present during

the creation of the AI system and the evaluation necessary to ensure that the AI system can still be

considered fair.

6.1 Possible arising biases

The first biases which will be discussed are those simply inherent to the data itself; these are not necessar-

ily directly related to the fairness aspect, but those biases can influence the fairness and lead to disparate

impacts. Next, the following biases will be discussed on how they can arise after an AI system after it is

brought into use: Historical bias, Temporal bias, Representation bias, Evaluation bias, Deployment bias

and Emergent bias.

103



104 CHAPTER 6. MONITORING BIAS

Historical bias (Definition 4.1.2) can only occur when the system has been up for quite some time and

was never retrained. Historical bias depends on the biases of society getting into the data set. This

bias only occurs during the lifetime of the application, if society has changed during that period and the

model was not adjusted for it. This means that the model itself needs to be quite old in order for it to

be outdated with the current society and that it did not undergo any updates to mitigate it.

Temporal bias (Definition 4.1.1) is the most obvious form of bias to occur after a system is brought

into production. Temporal bias occurs when there are behavioural differences over time and for those

differences to be systematic across groups. This is different from historical bias as the behaviour in ques-

tion is on the platform on which the AI system operates and can thus happen much quicker.

Representation bias (Definition 4.1.6) and Evaluation bias (Definition 4.1.10) can be grouped in this

section as the bias is introduced in precisely the same way but influences the model at different points.

One possibility is that the user population changed over time, making the training and test set used no

longer representative. Another possibility would be that the training set and test set are updated with

the data gathered during the use of the system. However, this technique brings with it the danger of

under-representing people who would receive a negative. This is due to the fact that those people are a lot

less likely to be included in the data set. For example if the AI system predicts if someone were to repay

their loan, then if the AI predicts that someone would not be able to repay their loan, they would not

get a loan. This means that that person cannot be included in the data set as the ground truth remains

unknown. A possibility would be that the system would systematically make a suboptimal decision in

order to gather more data for the system to learn from and evaluate it [23]. However, this would mean

”sacrificing” some people in order to gather more data, meaning that some people who would receive a

negative prediction will receive a positive prediction as to gather the data. This raises an ethical debate

prior to starting to use the AI system.

Deployment bias (Definition 4.1.12) is a type of bias that can occur fairly quickly inside an AI sys-

tem. The moment the system goes into production the control moves away from the developer, leading

to it being used in uncontrolled settings. When the AI system is not used in the intended fashion, unfair-

ness can arise due to this mismatch. The article Fairness and Abstraction in Sociotechnical Systems [9]

introduces the Ripple Effect which explains how implementing of a new software system can change the

dynamics of the problem that the system tried to solve. This shift in dynamics can lead to the problem

drastically changing and making the fairness notion used no longer relevant.
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Emergent bias (Definition 4.1.14) occurs due to changes in society itself. This is a type of bias to

which a system in the context of fairness is especially sensitive. Unlike historical bias, emergent bias not

related to the data gathered but rather to the context itself. This means that due to societal changes the

fairness definition or implementation to achieve fairness are not in line with society anymore.

6.2 Methods to monitor and predict bias

The best way to monitor the system’s performance is to use the system’s data of during its operation.

This means that data collection should continue while the system is in use, which requires permission

from the organisation itself. Another possibility would be not using all the data but only using samples.

However, there is no strong reason to do this, as the compute time will be minimal to evaluate the AI

system.

This monitoring will reveal if the system satisfies the new data’s desired fairness definition and makes it

possible to compare the training set and test set with the user population. It is most important that the

fairness definition is still satisfied. However, it is also interesting to see if the use population matches the

population reflected in the training and test set. If these results are starting to diverge, then it can be a

sign that the model may become unfair in the future due to the changing use population if the fairness

definition used uses group fairness. On the other hand, if individual fairness is ensured, then a changing

use population should not affect satisfying the definition as it is not sensitive to how the groups are.

The work of D’Amour et al. takes an interesting approach by creating theoretical environments in order

to simulate the behaviour if an AI system is implemented [50]. These simulations do not use real-world

data but rather serve as a type of thought experiment. As mentioned before several biases can occur

after the implementation of an AI system. These simulations aim to give the developer a sense of how

the real-world might evolve. Certain situations were already implemented for the paper and offered some

food for thought about the evolution of AI systems when taken into the real world. These simulations

are not sufficient to accurately predict the real world’s evolution as they are too simplified for that.
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Chapter 7

Conclusion

In this dissertation the different aspects relevant to create a fair AI system was discussed. Fairness in AI

requires insight both into the social concepts at play where the AI system would function and a technical

view on how to achieve that fairness. This means that both fronts are always evolving, requiring the

applications to evolve with them.

The first element that was discussed is the social framework in which the AI system would function.

That social framework determines the concept of fairness. The first indication of what society deems fair

is given by the legislation, for example through the rights that an individual has and the discrimination

laws. The current legislative framework in Europe is not yet equipped to handle the arrival of AI systems,

even though they are already here. Therefore, the European Union have made a proposal for specific

AI legislation. The goal of that proposal is to strengthen the use of AI in the European Union while

protecting the people in order to prevent harm. Quite a lot of technical aspects required for high-risk AI

systems are also included in the proposal.

The second aspect in the social framework is the motivation for businesses to implement these AI systems

and why the extra effort needs to be put in in order to make the adoption of the technology a success.

More and more research is arising about the economical impact these technologies can have with the

World Economic Forum also taking an interest in the implementations of AI systems.

Once the position of the AI system in society has become clear it is necessary to determine what is

fair in the particular use case. Unlike humans, a computer cannot sense if something is fair, but rather it

requires some mathematical concept to adhere to. That mathematical concept needs to be chosen with
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great care as a system that does not have the correct fairness requirements will not be fair. Different

fairness definitions were discussed, although the list provided was not exhaustive. New fairness definitions

are still being created making it impossible to claim that every type is included.

In most cases it is best to combine multiple of these fairness definitions rather than just selecting one.

One definition does often not encompass the fairness required for the system. Combining these definitions

needs to be done with thought as certain incompatibilities can arise.

The next step is looking at the data, how it is collected, what is present and how it is processed. The AI

systems discussed in this dissertation depend on the information of people, meaning that the data will

be collected from people. This is one important factor that makes it almost likely that biases will occur

in the data sets. Being aware of biases in the data set can gives clear indications of what characteristics

to investigate when developing a fair AI system. The list of these different types of biases is quite large,

where some types are more likely to occur than others. This concept of biases in the data is important

and data quality is also one of the aspects the EU proposal for AI focuses on.

After all these decisions and analyses the AI system can be made. In the creation of the AI system the

fairness definitions chosen can play an important role. Four techniques were discussed in that chapter,

including two pre-processing techniques, one in-processing technique and one post-processing technique.

An analysis ensued of the effects of the techniques. This analysis is done by looking at the statistical

measures of groups that were split based on a sensitive attribute. This analysis also clearly showed that

it is difficult to satisfy fairness definitions across all these different groups as the properties of each group

differed.

Finally the concept of monitoring the AI system after it is taken into production is discussed. This

is necessary because that is the moment a model can truly be evaluated as it functions in the real-world.

But it is also necessary as the environment in which the application is used will be ever changing and

certain changes could negatively impact the performance in terms of fairness. This concept of persistent

monitoring is also voiced in the EU proposal for AI.
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Appendix A

Statistical metrics

A.1 Basic metrics

• True Positive (TP):

These are the cases where the true and predicted classes are both the positive class

• True Negative (TN):

These are the cases where the true and predicted classes are both the negative class

• False Positive (FP):

These are the cases where the true class is the negative class, and the predicted class is the positive

class.

• False Negative (FN):

These are the cases where the true class is the positive class, and the predicted class is the negative

class.

• Actual positives (P):

The cases where the actual class is the positive class. This equals to the sum of the true positives

and false negatives.

P = TP + FN

• Actual Negatives (N):

The cases where the actual class is the negative class. This equals to the sum of the true negatives

and the false positives.

N = TN + FP

115
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A.2 Derived metrics

• Accuracy:

This is the fraction of classes which were correctly classified.

TP + TN

TP + FP + TN + FN

• Misclassification rate (MR):

The complement of the accuracy. This is the fraction of classes which were incorrectly classified.

FP + FN

TP + FP + TN + FN

• Base Rate (BR):

The fraction of actual positive classes in the entire set.

P

P +N

• Positive rate (PR):

The fraction of all samples predicted to be in the positive class.

TP + FP

TP + FP + TN + FN

• Negative rate (NR):

The fracion of all samples predicted to be in the negative class.

TN + FN

TP + FP + TN + FN

• Positive predictive value (PPV):

The fraction of positive cases correctly predicted to be in the positive class out of all cases predicted

as positive. This is also referred to as precision.

TP

TP + FP

• False discovery rate (FDR):

The fraction of negative cases incorrectly predicted to be in the positive class out of all cases

predicted as positive.
FP

TP + FP

• Negative predictive value (NPV):

The fraction of negative cases correctly predicted to be in the negative class out of all cases predicted

as negative.
TN

TN + FN
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• False omission rate (FOR):

The fraction of positive cases incorrectly predicted to be in the negative class out of all cases

predicted as negative.
FN

TN + FN

• True positive rate (TPR):

The fraction of positive cases which are correctly predicted as positive out of all positive cases. This

is also referred to as sensitivity or recall.

TP

TP + FN

• False positive rate (FPR):

The fraction of negative cases which are incorrectly predicted as positive out of all actual negative

cases.
FP

TN + FP

• True negative rate (TNR):

The fraction of negative cases which are correctly predicted as negative out of all negative cases.

TN

TN + FP

• False negative rate (FNR):

The fraction of positive cases which are incorrectly predicted as negative out of all actual negative

cases.
FN

TP + FN

A.3 Confusion matrix

Table ??omething shows how the confusion matrix will be used in this dissertation.
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Accuracy:
Predicted

TP+TN
TP+FP+TN+FN ∗ 100 Positive Negative BR = P

P+N

True
Positive TP FN TPR = TP

TP+FN

Negative FP TN TNR = TN
TN+FP

FDR = FP
TP+FP FOR = FN

TN+FN

PR = TP+FP
TP+FP+TN+FN NR = TN+FN

TP+FP+TN+FN

Table A.1: Confusion matrix and statistical measures of the test set.



Appendix B

Sensitive attribute distributions

B.1 In the OULAD data set

Figure B.1: Gender distribution in the OULAD data set
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Figure B.2: Proportion of people with a disability in the OULAD data set

Figure B.3: Distribution of people’s age in the OULAD data set
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Figure B.4: Distribution of people’s homes’ index of multiple deprivation in the OULAD data set

B.2 In the BBB course

Figure B.5: Gender distribution for the BBB course
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Figure B.6: Proportion of people with a disability for the BBB course

Figure B.7: Distribution of people’s age for the BBB course
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Figure B.8: Distribution of people’s homes’ index of multiple deprivation for the BBB course

B.2.1 People who dropped out from course BBB

Figure B.9: Gender distribution of people who dropped out for the BBB course
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Figure B.10: Proportion of people who dropped out with a disability for the BBB course

Figure B.11: Distribution of people’s age of who dropped out for the BBB course
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Figure B.12: Distribution of people’s homes’ index of multiple deprivation of who dropped out for the

BBB course
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