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Abstract—This master’s dissertation proposes a way for social robots to
tutor students learning a second language. It does so through the devel-
opment of a visually grounded game, where the words are represented by
images. Due to the recent strong increase in the quality of large language
models and related technology, a novel way to generate real-time educa-
tional content through generative AI is proposed, allowing adaptation to
the skills of the student while providing new content. The aim of this tutor-
ing system is to provide one-on-one practice for students in the classroom,
where this is often not possible due to a shortage of teachers and limited
funding. Social robots are especially suited for language education, as lan-
guage learning is inherently social and the robot’s embodiment allows for
natural social interactions. Both the learning effect of the proposed game
on the vocabulary acquisition and the influence of the robot’s presence were
tested during a user study with Belgian high school students. From this
study, it was concluded that there was a significant learning effect, while
the presence of the robot did not have a significant impact on the students’
vocabulary acquisition. Further development of the proposed game shows
great potential in providing second language practice when played with a
social robot tutor, where content is continuously adapted to the needs of the
student.

Keywords— Social Robots, Generative AI, Robot-Assisted Language
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I. INTRODUCTION

Learning a second language in school often starts with a group
of students being taught grammar and vocabulary by a teacher
in front of the class. The more natural way to learn a language
is through social interactions and conversation, but there is not
enough funding and too few teachers for this kind of extensive
one-on-one practice of the language.

As generative AI such as large language models gained im-
pressive momentum since late 2022 [1], this master’s disserta-
tion can propose a novel solution to this problem through the
use of social robots as second language tutor, powered by gen-
erative AI. These social robots could bring support to teachers
and offer one-on-one practice to the students. The tutor will
never get tired of practice and will always be in a good mood,
which can not be expected of teachers. As language learning is
a social experience, the social appearance of the robots and their
embodiment make them well suited as tutors.

In this work, a tutoring system is proposed, where the content
is fully generated by AI: large language models are used for the
text while a generative text-to-image model provides the visual
content. As this content can be generated in real time, this sys-
tem allows for constant adaptation of the difficulty as well as the
content to the needs of the student.

For the application to adapt itself to the needs of the student,
it must be able to estimate these needs. To do this, a Bayesian
student modeling technique is used. This enables the robot tutor
to present the student with content of the right difficulty, offering

easier practice when the student needs it and increasing it when
the student is ready for a challenge.

Combining the social abilities of their embodiment with the
generative AI that is becoming increasingly better into an adap-
tive system that provides the student with what they need, might
allow robot tutors to be the perfect support for teachers in the
classroom.

The proposed tutoring system is tested in a user study, in order
to answer two research questions. The first is on the learning
effect of the game on the students’ vocabulary acquisition in a
second language:

Research question 1: What are the learning outcomes when
learning a second language together with a social robot driven

by generative AI?

The second research question is on the effect that is caused by
the presence of the social robot tutor:

Research question 2: Does the presence of a social robot
affect the vocabulary acquisition of students?

In this paper, first a background on the relevant fields will
be given (Section II), starting with human-robot interaction and
education, after which the field of natural language processing
follows. Then, the shape of the game will be discussed, to-
gether with all the requirements for implementing it (Section
III). Then, in Section IV the technical implementation will be
discussed. In Section V, an overview of the results will be given.
Finally, Section VI concludes this paper.

II. BACKGROUND

A. Human-Robot Interaction and Education

As schools often cope with limited funding, shortages of
teachers and growing classrooms, technology can offer relief
by supporting teachers and providing one-on-one tutoring and
adaptive exercises. This is often in the form of Intelligent Tu-
toring Systems (ITS). These are computer systems that guide
learners through exercises, personalized to the needs of the stu-
dent. To achieve this, the ITS must have an estimation of the
skill of each student. How this can be achieved, is researched
in the field of student modeling or learner modeling. Here, the
goal is to use a model that can estimate the skill and knowledge
of a student. A well known model often used to achieve this
is Bayesian Knowledge Tracing (BKT), which was used in this
master’s dissertation.

The advantages of social robots over ITS are partially due to
their embodied nature, which enables them to interact with the



physical world. The embodied nature of the technology leads
to interactions being perceived as social, which can also be ben-
eficial for learning, as research shows that there are increased
learning gains when students are interacting with embodied so-
cial robots over virtual agents [2]. The social appearance of the
robot also leads to specific expectations that the robot will un-
derstand speech and social signal without issues. Both of these
have undergone strong improvements over the last years, but
these technologies are still imperfect. [3]. Especially the perfor-
mance of speech recognition when working with children is still
insufficient [4,5]. A lot of research on the effect of social robots
has been done, with many promising results, while also uncover-
ing many technical challenges. Up until now, most studies used
the robot tutors in restricted scenarios. Here, the affective and
cognitive outcomes are generally positive [2].

Learning a language is an inherently social act [6]. Chil-
dren learn their first language from their parents and the peo-
ple around them, and learning a second language opens the door
to communication with a larger, more varied group of people.
Research suggests that social robots are able to help students
with vocabulary acquisition, while more research is needed to
compare social robots with other technologies in teaching other
aspects of language. It has also been demonstrated that robots
aid learning when used next to a human teacher. Lastly, research
shows that robots have a positive effect on the learners’ affective
state [4]. Next to this, social robots interact with students the
way people interact with each other and they can be customized
to the specific needs of the student. Additionally, learning a lan-
guage involves a lot of repetition. This may lead to fatigue and
boredom in human tutors or teachers, while a robot tutor does
not suffer from this. [7]

When using robots in applications where social interaction is
key such as language education, there is a need for a human
face that looks and moves realistically. In social interactions,
human lips carry much information on speech and intonation,
while eyes and their gaze show much about the attention and
affect of a person. [8].

In 2011, Furhat Robotics introduced the Furhat: a robot with
a back-projected face. This is an interesting combination of a
digital animated face, projected on a physical, three dimensional
robot. The Furhat consists of a head with a neck, and can per-
form some basic natural movements such as nodding, shaking
its head and raising its eyebrows. An important advantage of
the back-projected face, is that it is very customizable: the gen-
der, skin color, size of its features and amount of makeup can
all easily be adjusted, allowing use in various circumstances [8].
The Furhat was the robot that took on the role of social robot
tutor within this master’s dissertation.

B. Natural Language Processing

Word embeddings When using a computer to process natu-
ral language, the words of this language must be represented in
a way that computer can understand them: numerically. In the
earlier days of the field, this was done by representing each word
as its index in the used vocabulary list. The problem with this
method is that the representations have no notion of similarity
between them. Because of this, the idea of transforming words
to an embedding space arose. Here, words are represented by

a vector in a multidimensional space, with the assumption that
vectors that are closer together, also have a more similar mean-
ing and words with a similar difference vector also have a simi-
lar relation [9]. This transformation is usually done by a neural
network. Important examples are Word2Vec by Google [9, 10],
GloVe [11] and FastText [12, 13].

Large language models One of the most fundamental tasks
in NLP is that of language modeling: predicting whether a given
sequence of words is likely or not, or, in a more probabilistic
view, finding the joint probability function over sequences of
words. This task is very difficult to solve due to the so-called
curse of dimensionality: the options grow exponentially with
the length of the sentence, where the base is the size of the vo-
cabulary, usually a very large number. This task was often at-
tempted using statistical models, but is quickly infeasible due
to the aforementioned dimensionality problem. The first well
known attempt to tackle this problem using neural networks
was by Bengio et al [14]. Here, the model jointly learned dis-
tributed representations of each word, or word embeddings, as
well as the probability function for word sequences. Then, in
2017, Vaswani et al introduced the transformer [15]. The exis-
tence of the transformer suddenly made it possible to train neu-
ral networks on larger amounts of data, enabling the emergence
of Large Language Models (LMM). These often have billions
or more parameters and are trained on large amounts of unsu-
pervised data. They are often trained using a certain language
modeling task, after which they can be used for a variety of other
NLP tasks, with little to no extra training.

In 2018, OpenAI published GPT: a family of large language
models called Generative Pre-trained Transformers. These gen-
erative models have large amounts of parameters, e.g., GPT-3
has 175B parameters. These models trained on large corpora
opened the door for completing tasks with very little or no train-
ing on the specific task. Few-shot learning arose, where it is
possible to provide the LLM with few examples of the task at
hand, after which the model can complete further instances of
this task. Even more extreme is zero-shot learning, where the
LLM is able to complete unseen NLP tasks, due to the natural
language understanding gained in its general training [16–19].
A second influential family of transformer models was intro-
duced by Google researchers in 2018: Bidirectional Encoder
Representations from Transformers (BERT) [20].

Text-to-image A text-to-image model is a form of multi-
modal NLP model: it takes language as an input, but the output
is visual. More specifically, text-to-image models take as input
a natural language sequence, e.g. a description, and return an
image with similar semantic meaning to the sequence [21].

As text-to-image models take a natural language sequence
as input, part of their recent success can be attributed to the
progress in large language models. The text input is first pro-
cessed by a LLM, after which it is used in image generation.
These models are trained on immense amounts of data found on
the internet, often with the caption of the image as label.

Some of the popular text-to-image models are diffusion mod-
els. As input, these models take images consisting of random
noise. Then, guided by the processed natural language se-
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quence, they iterate over the image many times. In each iter-
ation, some noise is removed to bring the image semantically
closer to the text input, until a detailed, sometimes even photo
realistic image remains. An example of these diffusion text-to-
image models is Imagen by Google [22]. Other well known text-
to-image models are Stable Diffusion, an open source diffusion
model [23] and Midjourney, published in beta by the research
lab Midjourney [24].
Translation The core task of translation models is machine
translation: the model must find the most probable sentence in
the target language, given a sentence in the original language.
In the beginning of machine translation, statistical models were
used. These were built over many years using domain knowl-
edge. Later, neural models were used, strongly improving the
performance. The first occurrence of neural machine translation
was by Sutskever et al. at Google [25]. Since the arrival of the
transformer, these have dominated the field of machine transla-
tion [26].

III. VISUAL GAME PLAYING

The basis of the game is a vocabulary list, that contains all of
the words that the student is practicing. The game consists of
multiple rounds, in each of which one of the vocabulary words
is practiced. The social robot presents the student with a sen-
tence in the goal language containing the practice word. Then,
a set of five images is shown. One of these images corresponds
to the practice sentence. The other four images are considered
distractors. They depict scenes that contain other words from
the vocabulary list. Then, the student has to indicate which im-
age corresponds best to the description spoken by the robot. If
the student chooses the correct image, a green border appears
around it. If the student chose the wrong image, a red border
appears around it, while a green border appears around the cor-
rect image. Above both images, the corresponding vocabulary
word is shown in the goal language. This way, the student gets
a chance to learn both words.

Figure 1 shows a schematic representation of the game, with
English as the goal language. The robot speaks a description, ”A
man riding a bike”, which corresponds to the fifth image. The
user wrongly indicates the second image. Then, the right and
wrong image are shown using a respectively green and red bor-
der, while the words corresponding to these images are shown
above in English, the goal language.

In order for the game to stay challenging, the difficulty should
match the student’s knowledge. For this to be possible, student
modelling is used. What is required for adjusting the difficulty
of the game, is an estimate of how good the student knows every
one of the vocabulary words. This estimate should then be ad-
justed after each exercise. When a student answers an exercise
correctly, the student model is updated positively for this one
word. When a student gets an exercise wrong, it can be assumed
the students did not know the word that was being practiced, as
well as the word that was wrongly indicated. To clarify, using
the example of Figure 1, the student is here assumed to not know
the words ”banana” and ”bike”. Then, the model is updated neg-
atively for these two words.

As the student model provides estimates of the student’s skill,
the game should be adjusted according to this. This happens

(a) A description of the image is spoken by the robot, the user indicates which
one they think corresponds best

(b) The correct and incorrect answers are indicated by green and red respectively,
while their corresponding vocabulary word is shown

Fig. 1: Schematic representation of the form of the game.

with the choice of distractors. When a word is not well known,
very different distractors from the word that is being practiced
are used. As the estimate of the student’s knowledge of this
word increases, the distractors become more similar to the word
that is being practiced.

The proposed game has some requirements. First, a vocab-
ulary list of words that the student should learn should be pro-
vided, for example by the teacher. The vocabulary list used here
was taken from an English course book [27]. Then, descriptions
containing these words as well as images fitting to these descrip-
tions are needed. Both of these are obtained through generative
AI models. As the goal language for the students in the study
was Spanish, the descriptions should be translated from Span-
ish to English, as they were generated in Spanish, but the used
text-to-image model is intended for usage in English, as indi-
cated on their Huggingface page [28, 29]. In order to adjust the
difficulty levels of the game, a student model is needed. Here,
because of its intuitive parameters and simple implementation, a
Bayesian model is used. Lastly, to choose which distractors are
used, a way to model word and sentence similarity is necessary.
This is done using a transformation of the words and sentences
to an embedding space. All of the models mentioned above are
described in detail in Section IV.

IV. IMPLEMENTATION

A. Choice of words

When choosing which words appear as practice word and as
distractors, an estimate of the students’ knowledge as well as a
metric for the similarity of the words is needed.

The students’ knowledge is estimated using a Bayesian
Knowledge Tracing (BKT) model [30], with its parameters cho-
sen from literature [31] or based on the shape of the game.
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Equations 1 and 2 show the update equations for a respectively
correctly and incorrectly answered exercise, while Equation 3
shows the prediction equation of this model.

if c = 1 : θ′i =
θi(1− Ps)

θi(1− Ps) + (1− θi)Pg
(1)

if c = 0 : θ′i =
θiPs

θiPs + (1− θi)(1− Pg)
(2)

Pcorrect,i = Pg(1− θi) + (1− Ps)θi (3)

The similarity between words and sentences was calculated
using the Euclidean distance metric on a word or sentence
embedding. The embeddings were calculated using the all-
MiniLM-L6-v2 model as published on Huggingface [32].

The word that was chosen to practice next is always the least
well known word from the list, based on the BKT-estimates.
Then, based on the estimate of student knowledge of the practice
word, the level of this round is chosen as easy, medium or hard.
The distractors used are based on the level of the round. The
idea is that the difficulty increases when the distractors are more
similar to the practice word. An example from the vocabulary
list: if the practice word is shirt, similar distractors would be t-
shirt, blouse, while less similar distractors could be shoes, belt.
So, to choose distractors, the possibilities are divided into three
categories according to their similarity to the practice word, and
from the list of words in the correct difficulty level, the least
well known words are chosen. The idea behind this is that using
lesser known words as distractor leads to a smaller chance that
the student gets the exercise correct by exclusion. The idea of
basing the difficulty of the game on the BKT model was inspired
by work done by Schodde et al. [33]

B. Description generation

As the words of the round have been chosen, the descriptions
using these words can now be generated. This is done using
the gpt-3.5-turbo model, which takes two prompts as input: a
system prompt for initial instructions and a task prompt for the
task at hand and possibly some examples.

As the descriptions presented to the students must be Span-
ish, and the text-to-image models requires English text, there is
a need for translations. After some initial tests, evaluated by a
native Spanish speaker, it was concluded that the best Spanish
sentences were obtained by generating in Spanish directly us-
ing GPT-3.5, as this was trained on a dataset containing several
languages [34]. Then, before being passed to the text-to-image
model, they were translated to English by the Microsoft Azure
translator.

When designing and testing the prompt, these criteria were
found necessary: the sentences must be simple and short
enough, they must fit within the theme, only the specified word
should be used within the theme to avoid confusion, the speci-
fied word must appear in the sentence literally and the sentence
must be in Spanish. Combining all of these criteria led to the
following prompts:
• System prompt: You generate the descriptions in textbooks
for learning words. The descriptions are short, simple sentences
with easy words for new students. The book has a theme, and

(a) The beginning of a round, after the robot has spoken the description.

(b) The second part of the round, after the user has tapped the fourth image

Fig. 2: Screenshots of a round of the game.

within this theme, only the specified word is used. You speak
only Spanish.
• Task prompt: Generate a short one sentence description in
Spanish of a picture that contains a {word}. It is in a book
for learning the vocabulary for {theme}. The sentence must
contain the word {word}. Only provide the sentence itself.

C. Image generation

The model used for image generation was Stable diffusion
[28], an open source model that can be run locally. This model
takes a prompt as input, which could be the description as gener-
ated before. The prompt can also be used to modify the style of
the generated images. When no style is added, the result is of-
ten photorealistic, but not always completely correct, which can
lead to strange and even creepy results. After some testing for
different styles, the result was to add the style modifier concept
art to the generated descriptions, as suggested in many prompt
engineering guides and blogs (e.g., [35]). The resulting prompt
is shown below.
• Image prompt: {description}, concept art

D. User interface

All the content as described before was presented to the stu-
dents in the user interface shown in Figure 2. First, the descrip-
tion was said by the robot, after which the images appeared.
After the user has tapped an image, the correct and possibly in-
correct image and their corresponding words are shown.
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V. RESULTS

In this sections, the results of the user study will be discussed.
The game was designed to be used with data that is generated
in real time, but for the study, the data was generated before-
hand. Because of this, it is possible to investigate the data qual-
ity, which also gives us some insight in the data that could be
generated in real time. This is done in the first part of the sec-
tion, then, the results of the user study are discussed.

A. Generated data

As the data can be generated in real time, the possible de-
lay that it introduces for two types of GPU of the IDLab GPU-
Lab is summarized in Table I, split up into the delay caused by
word choice and description generation, image generation and
display.

GPU NVIDIA
GeForce GTX
1080 Ti

Tesla V100-
SXM3-32GB

Descriptions 5.45s 5.20s

Images 68.25s 15.10s

Display 5.38s 2.73s

Total 79.62s 23.35s

TABLE I: Time needed to generate the parts of a round of the
game.

The generated Spanish sentences and their translations were
evaluated by a native Spanish speaker. These were divided into
three categories: correct, partially correct and incorrect, where
the partially correct translations were grammatically correct but
unusually phrased. Of the 100 generated sentences, 95 were
evaluated as correct, 2 as partially correct and 3 as incorrect.

The translated generated sentences were evaluated by five
people with a sufficient knowledge of the English language.
They were evaluated on five criteria: were they appropriate
within the theme, did they contain other words from within the
theme, were they not unnecessarily long and were they simple
enough, all answered with a score out of five. The resulting av-
erage scores and their standard deviation are given in Table II.

Criterion Average Standard deviation

1 4.99 0.1

2 4.748 0.713

3 4.612 0.654

4 4.428 0.808

TABLE II: Average score and standard deviation of the sen-
tences on the four criteria.

The generated images were evaluated by categorizing them
as portraying the description correctly, partially correct and in-
correct. In the partially correct images, most of the sentence is
correctly portrayed, but some details are incorrect or not por-
trayed clearly. Of the 100 generated images, 83 were evaluated
to be correct, 7 were partially correct and 10 were incorrect.

B. User study

The user study was done on a class of 21 high school students
majoring in Latin, 15 to 16 years old. The students were divided
into two groups, one of which was a control group following
the same lesson, but without the robot. In this group, the im-
ages were also shown on a tablet, but the spoken sentences were
played by the tablet. The students were randomly assigned to
these two groups, resulting in a robot group of 10 students and
a tablet group of 11 students. First, the students took a written
multiple choice test of the 20 vocabulary words. Then, the stu-
dents played 60 rounds of the game. This amounted to around
10 minutes of practice. When a student indicated that the game
was finished, they took the same test as before playing the game.
Additionally, they filled in a small questionnaire about their ex-
perience during the study and some basic demographic data. As
this was a group of Dutch speaking students, the instructions as
well as the test and questionnaire were in Dutch.

This study was organised to answer the two research ques-
tions: was there a learning effect and was this different between
the two groups. Figure 3 illustrates the results of both groups
on both the pre- and post-test. Here, it is clear that there is a
learning effect of playing the game. This was also evaluated
using the two-sided Wilcoxon signed rank test on the pre- and
post-test scores of all 21 students. This test shows that there
is a significant difference between the pre- and post-test scores
(V = 5, p < 0.001, n = 21). Looking at Figure 3, it is clear that
this difference corresponds to an increase in the scores. It can
be concluded that the use of the application led to a significant
learning effect.

Looking at Figure 3, no clear difference can be seen between
both groups. To evaluate if there is a statistically significant
difference between the two groups, the Wilcoxon rank sum or
Mann-Whitney U test was performed on the normalized learn-
ing gain of the students in both groups. This test showed no
significant difference between the two groups (W = 59.5, p =
0.7656, n1 = 10, n2 = 11). From this result, it can be con-
cluded that the presence of the Furhat robot when playing the
proposed game has no significant effect on the learning effect of
students.

VI. CONCLUSIONS

The tutoring system proposed in this master’s dissertation en-
ables students to practice vocabulary of a second language with
a social robot. The game is visually grounded, using pictures
to represent the vocabulary words, so no translation to the stu-
dents’ mother tongue is necessary. The content of the game can
be AI-generated in real time, so no two rounds of the game have
to be the same. The robot acts as a tireless tutor, so it can be used
as support for teachers, providing the students with more one-
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Fig. 3: Distribution of scores in pre- and post-test for students
in the robot group (blue) and the tablet group (orange).

on-one practice. The implementation of this application was
discussed, as well as the results of a user study performed with a
group of high school students. The study showed a clear learn-
ing effect of the students after using the proposed tutoring sys-
tem. A control group that practiced without the presence of the
social robot showed a similar learning effect, and there was no
statistically significant difference between the two groups. A
possible explanation for this is that the game in its current form,
did not resemble a natural social interaction closely enough for
the positive effect of social robots that has been shown in other
research to appear. In future work, an extension of the game
could be developed where the student and the robot can have a
visually grounded conversation in order to differentiate between
the images. Still, the game proposed here shows great potential
for the combination of social robots and generative AI to have a
positive impact in the field of second language education.
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Chapter 1

Introduction

Learning a second language in school often starts with a group of students being taught

grammar and vocabulary by a teacher in front of the class. The more natural way to learn

a language is through social interactions and conversation, but there is not enough funding

and too few teachers for this kind of extensive one-on-one practice of the language.

As generative AI such as large language models gained impressive momentum since late

2022 [1], this master’s dissertation can propose a novel solution to this problem through

the use of social robots as second language tutor, powered by generative AI. These social

robots could bring support to teachers and offer one-on-one practice to the students. The

tutor will never get tired of practice and will always be in a good mood, which can not be

expected of teachers. As language learning is a social experience, the social appearance

of the robots and their embodiment make them well suited as tutors.

In this work, a tutoring system is proposed, where the content is fully generated by

AI: large language models are used for the text while a generative text-to-image model

provides the visual content. As this content can be generated in real time, this system

allows for constant adaptation of the difficulty as well as the content to the needs of the

student.

For the application to adapt itself to the needs of the student, it must be able to

estimate these needs. To do this, a Bayesian student modeling technique is used. This

enables the robot tutor to present the student with content of the right difficulty, offering

easier practice when the student needs it and increasing it when the student is ready for

a challenge.

Combining the social abilities of their embodiment with the generative AI that is

becoming increasingly better into an adaptive system that provides the student with

1
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what they need, might allow robot tutors to be the perfect support for teachers in the

classroom.

1.1 Research questions

In this master’s dissertation, the choice was made to implement second language tutoring

through game play. This game play provides a way for students to practice foreign lan-

guage vocabulary with a social robot tutor. This leads to two main research questions.

The first one is on the learning effect of the game that is developed within this master’s

dissertation.

Research question 1: What are the learning outcomes when learning a second

language together with a social robot driven by generative AI?

The second research question is specifically on the effect of the presence of the social

robot, and how this affects the way students learn.

Research question 2: Does the presence of a social robot affect the vocabulary

acquisition of students?

1.2 Outline

The next chapter, Chapter 2, brings a detailed explanation of the fields of social robots

and of natural language processing, both indispensable for the development of the game.

Then, Chapter 3 follows with an overview of the game in question, starting with the

inspiration for the game and ending with the requirements for the development of this

game. Then, in Chapter 4, the implementation of the game is discussed, including an

overview of the models that were used. Then, in Chapter 5, the results are discussed,

including the outcome of a user study performed to test this application. Finally, Chapter

6 ends this master’s dissertation with the conclusion and discussion.



Chapter 2

Background

In this chapter, an overview of the background needed to use social robots in a language

educational context will be given. This chapter is divided into two sections. The first

will focus on social robots; what are they, what is their role in education and specifically

language education? As will be discussed later, one of the ways that social robots com-

municate with humans is through natural language. Therefore, when working on social

robots, the field of Natural Language Processing (NLP) is often involved. Therefore, this

field is introduced in the second part of this chapter. This section is divided according to

five tasks within the field of NLP that are relevant for this master’s dissertation. These

tasks are (1) word embeddings, (2) language modeling through large language models,

(3) text-to-image or image generation from text, (4) translation and (5) visual dialog.

2.1 Human-Robot Interaction and Education

Social robots are robots that communicate with humans using the same communica-

tion channels as humans do when communicating with each other: verbally and non-

verbally. The field that researches this communication between humans and robots, is

called Human-Robot Interaction (HRI). The goal of these social robots is usually some

form of cooperation, where the robot is often a partner to the human. This is in contrast

to traditional robotics, where they are often seen as a kind of tool that can be used in

situations that are not well suited for humans [2].

This section starts with a small history of language teaching methods. Then, a general

oversight of some influential social robots will be given. After this, the use of technology

in education, and then more specifically the use of social robots in education will be

discussed, after which the more specific field of language education follows.

3
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2.1.1 Language education

Throughout history, there have been many methods and ideas on how to teach a student

a second language. Before looking at the role of social robots in language education, a

limited history of foreign language education will be given, based on a paper by Nagy [3].

In the 19th century, the Grammar Translation Method was introduced. It was

also called the classical method and focused mostly on morphology and syntax. The focus

was mostly on written language such as literature, not on communication or conversation.

Then, as an alternative, the direct method appeared. It focused much more on oral

performance and communication, as a counterbalance to the focus on literature of the

Grammar Translation Method. Practice happened through repetition and drills, while

the use of translation and the students’ mother tongue was prohibited. Then, a reaction

to these two movements was the reform movement. The focus of this method was

on the spoken language and familiarizing the students with the sounds of the foreign

language. The students were immersed in the foreign language, using small groups and

native speakers, while evaluation was in the form of conversation and interviews.

In the 20th century, many more methods appeared. The reading approach focused

on recognition, with grammar only being taught for reading comprehension. Translation

was used in this method, with discussion of the material in the students’ first language.

The Audio-lingual method banned the mother tongue and focused on oral skills and

habit formation, with vocabulary and grammar being taught in context. The audio-

visual method introduced linguistic varieties and started lessons through visual presen-

tations. The oral-situational approach introduced new words or grammar organised

around situations, with a focus on oral speech before written text. There was little to no

use of the mother tongue, and drills and repetition were used for practice. The cognitive

approach stated that language learning is rule acquisition, not habit formation and mak-

ing errors is inevitable. It taught vocabulary in context with little use of the students’

mother tongue. Krashen’s natural approach believed that to learn a language, listen-

ing comes first and the rest will follow, students must be exposed to meaningful input to

learn, and the aim of language is communication, so teaching grammar directly is useless.

The method of total physical response states that understanding precedes speaking,

so in lessons, the teacher should give commands to follow. When the learners are ready

to speak, they can give each other commands as well. It also believed that stress should

be reduced in class. In the silent way, the teacher is silent most of the time, except
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for pronunciation. It is a structural method that uses building blocks and it focuses on

self-correction and learner autonomy. In Community language learning, there is a

focus on group work, where the class group is in a circle or U-shape. The students define

what and when to learn, according to their needs. In suggestology, there is a focus

on relaxation before class, e.g., through yoga. There is no correction of the students’

mistakes, and the method uses dialogues, dramatized texts, songs and games, without

use of the students’ mother tongue. Then, communicative language teaching quickly

became one of the most influential language teaching methods. It is an umbrella term for

many methods, but the aim is to develop the learners’ communicative competence, first

through imitation, then free production. In this method, meaning is more important than

form or structure and grammar is taught only when necessary. Lessons in this method

often consist of group or pair work and are often interactive.

In the 21st century, experts mostly moved away from the idea that there is one perfect

method. It is believed that the language teaching method should be based on the context,

the student and the teacher. Forms of grammar and vocabulary are still presented, the

use of the mother tongue and translation is reintroduced, and practice is done through

repetition, drilling and often in a task-based way as well. The idea here was to correct the

deficiencies of communicative language teaching, while still applying the good techniques.

2.1.2 Social robots

One of the first social robots ever designed was Kismet [4], developed at the Massachusetts

Institute of Technology (MIT). Kismet consisted of a head and neck, with the possibility to

move its eyes, eyebrows, lips and neck, as shown in Figure 2.1. It had very limited control

software, which was used to extract some basic social signals such as sound amplitude and

emotions based on prosody, and visual information such as motion and people appearing

before it. The combination of this limited hardware and software still worked surprisingly

well to create the illusion of a social presence. [5]

In 2006, the Nao robot was first sold. It was designed by Aldebaran Robotics, and

is a small (58cm tall) humanoid robot, as shown in Figure 2.2. Due to its small size,

affordability, robustness and easy-to-use software, it is one of the most popular humanoid

robots in the world and it is used very often in HRI research[7].

In 2014, SoftBank Robotics, previously Aldebaran Robotics, sold the first Pepper

robot. It is a 1.2m tall wheeled humanoid robot, as pictured in Figure 2.3. Pepper was
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Figure 2.1: Kismet, one of the earliest examples of a social robot

Source: Adapted from [6]

Figure 2.2: The Nao robot, a small, humanoid robot often used in HRI research.
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Figure 2.3: Pepper: a 1.2m tall humanoid robot, designed to have a pleasant appearance.

first marketed as a B2B robot that could lighten the load in businesses while also attracting

customers, but later it was also offered as a B2C product. Pepper has three omnidirec-

tional wheels and 17 joints, allowing expressive body language and smooth movements. It

was designed to have a pleasant appearance, with a focus on safety, affordability, interac-

tivity and good autonomy. Pepper has use cases in home as well as public environments,

and research has been done in many application areas, such as elder care and education [8].

When using robots in applications where social interaction is key, there is a need for

a human face that looks and moves realistically. In social interactions, human lips carry

much information on speech and intonation, while eyes and their gaze show much about

the attention and affect of a person. As technology advances, the creation of human

faces has mainly taken two paths: digital animated faces versus physical, mechanical

heads. Much progress has been made in the design of digital faces, but this is not easily

transferred to robotics, where mechanical movements directed by digital signals rarely

result in smooth, human-like movements. This effect is often referred to as the uncanny

valley [9].

In 2011, Furhat Robotics introduced the Furhat: the first commercially available robot

with a back-projected face, as seen in Figure 2.4. This is an interesting combination of

a digital animated face, projected on a physical, three dimensional robot. The Furhat

consists of a head with a neck, and can perform some basic natural movements such as
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Figure 2.4: Furhat: a robotic head with a back-projected face.

Source: Adapted from [10]

nodding, shaking its head and raising its eyebrows. An important advantage of the back-

projected face, is that it is very customizable: the gender, skin color, size of its features

and amount of makeup can all easily be adjusted, allowing use in various circumstances

[9].

Social robots are expected to have many applications. Many of these are still in

the research phase, with some first commercial applications appearing. Most notable

application areas for social robots are the service industry, education, entertainment,

healthcare and robots as personal assistants. Service robots are often used to attract

attention as well as to support human workers in the service industry. In education,

social robots have proven to be useful in assisting. The robot can take on various roles

and can be applied in many educational fields. An example of how social robots are

used in education is the L2TOR project, where an embodied digital learning environment

was developed, in which a social robot tutor helps children learn a second language [11].

Robots in entertainment generally either belong to exhibitions or the performing arts,

or they are some form of toy or pet robot for children or adults. A well-known example of

a robot for entertainment is Ameca, by Engineered Arts, shown in Figure 2.5. It is made
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Figure 2.5: Ameca, an entertainment robot by Engineered Arts.

to move in a smooth, lifelike way and has impressive facial expressions. It can be bought

or rented for use as an attraction at events. [12]

In healthcare, social robots can be used to offer support, education or diversion, in

order to improve healthcare and therapy outcomes. Related are socially assistive robots,

that are often targeted to older adults. An example of this is Paro, which is a baby seal

robot that is used in research on people with dementia. It is an interactive social robot

used for therapeutic purposes. Paro is pictured in Figure 2.6.

Figure 2.6: Paro, the therapeutic baby seal robot.

Social robots as personal assistants are a logical extension to smart-home assistants

such as Google Assistant or Amazon Alexa. When social robots are used in this way,

they add a social presence to home assistants, while often not adding other physical func-

tionality. Sometimes, they are motorized, enabling them to move around with the user. [5]
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The most important challenges that social robots face in the coming years are mostly

not hardware related, but are about the software that runs on them. Social robots create

the expectation that they can communicate and move around like a human can, but their

autonomous control systems and their artificial intelligence are not capable of this yet.

Challenges in hardware exist as well, such as speed of movement and battery life [5]. What

the effect will be of the great advancements in the field of natural language processing,

such as ChatGPT and it’s massive amounts of media attention [1] on the progress in the

field of social robots will be discovered in the future. But, before these technologies based

on written text can be easily integrated into social robots, advancements in speech-to-text

technology are necessary [13].

2.1.3 Technology in education

As schools often cope with limited funding, shortages of teachers and growing classrooms,

technology can offer relief by supporting teachers and providing one-on-one tutoring and

adaptive exercises.

This is often in the form of Intelligent Tutoring Systems (ITS). These are computer

systems that guide learners through exercises, while providing hints, feedback or expla-

nations where necessary, personalized to the needs of the student. They are often based

on artificial intelligence and require expert knowledge to make. The use of these ITS has

been researched extensively and the effectiveness has been shown [14].

An advantage of these ITS and how artificial intelligence is incorporated in them, is

that these systems can adapt the content and difficulty to each individual student. In

the field of educational psychology, Vygotsky says that a student learns best while in the

zone of proximal development. This is where exercises are just too difficult for a student

to solve on their own, but it is achievable with guidance [15].

To achieve this, the ITS must have an estimation of the skill of each student. How this

can be achieved, is researched in the field of student modeling or learner modeling. Here,

the goal is to use a model that can estimate the skill and knowledge of a student. Two

well known models often used to achieve this are Bayesian Knowledge Tracing (BKT) and

Performance Factor Analysis (PFA).

Bayesian knowledge tracing models take a probabilistic approach to student modeling,

and are a special case of hidden Markov models. Here, student knowledge is a latent
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variable, and the observable process is the correctness of the exercises done by the student.

Learning is thus modelled by a discrete transition from the unknown to the known state.

The model provides an estimate of the probability that a student will solve an exercise

on each skill correctly. The actual outcome of the exercise is then used as input to the

update equations, which update the internal parameters of the model. Like this, the model

uses the observable process of the answer of the student to model the latent variables of

the actual skills of the student. A detailed explanation of the internal workings of the

BKT model are given in Chapter 4. Performance factor analysis is a model based on a

logistic function, where previous data about the performance of the student is used to

compute a skill estimate. This estimate is then transformed using a logistic function into

an estimated probability that the student will answer correctly [16].

BKT models can be used to model many different kind of skills. Schodde et al. used it

to trace the student knowledge and choose the next exercise in a game setting for learning

foreign language words with a robot tutor [17]. Pardos et al. used a BKT-based student

model in a massive open online course on circuit design [18]. Kasurinen et al. used a

BKT model for estimating student knowledge in a programming course [19]. Adaptations

to the classical BKT system are often made. For example, Yudelson et al. researched the

effect of using student-specific parameters [20], while Qiu et al. investigated the effect

of time passing on student knowledge by modeling the probability that a student forgets

learned knowledge [21].

In more recent years, deep learning has entered the field of student modeling. This

lead to recurrent neural networks being introduced for student modeling, which is called

Deep Knowledge Tracing, and was found to outperform previously used models. [22]

Using these student modeling techniques, ITS can provide personalized guidance to

students in order to optimize their learning, in school settings where resources are often

too limited for personalized education for every student.

2.1.4 Social robots in education

The use of social robots in education builds on the same concept as an ITS, with one

important difference: the intelligent tutor is an embodied agent. This leads to a much

higher development cost, and must therefore be justified. The advantages of social robots

over other forms of technology are partially due to their embodied nature, which enables

them to interact with the physical world. Next to this, the embodied nature of the
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technology leads to interactions being perceived as social, which can also be beneficial

for learning. Lastly, research shows that there are increased learning gains when students

are interacting with embodied social robots over virtual agents. The learning effects from

the use of social robots can be divided into affective and cognitive outcomes. Affective

outcomes of the robot on students are mostly related to the emotional state of the student,

with benefits such as improved motivation and reduced anxiety. The cognitive outcomes

correspond to increased performance and higher test scores. [23]

When using social robots in education, there are multiple roles the robot can take on.

They can be used as a teacher or tutor in addition to the teacher, where they are posed

as an expert in relation to the student. The robots can also take on the role of a peer.

Then, they are often perceived as less intimidating, as they are learning together with

the student. Lastly, the robot can also be presented as a novice, leading to the student

taking on the role of instructor. One of the advantages of the robot not being presented

as an expert, is that there is more understanding for possible mistakes, as these can also

be expected from peers and novices. [24, 23]

An important effect within HRI, that must also be considered when looking at the

efficacy of robots in education, is the novelty effect. In education, this effect describes

the tendency for students to have better (cognitive or affective) results when first using

new technology such as a robot as tutor, due to interest and excitement for this new

technology. These improved results are not expected to necessarily last long, so more

long-lasting research is needed on this. [25]

There are some obvious challenges in the use of social robots over non-embodied ITS:

the additional hardware of the robot has a higher cost, it might need regular maintenance,

there is a higher threshold for teachers to get used to this technology and distribution

and installation of these embodied tutors is not obvious. Next to this, social robots in

education sometimes present themselves as very human-like, which leads to very high

expectations of the ability of the robot.

Another challenge encountered when using social robots in education is how robot

tutors decide what action to take. When a student is struggling, should the robot imme-

diately come to the rescue, or should the student be challenged to try harder? There is

no definitive answer to this kind of questions for human tutors, let alone social robots. A

last challenge within the field of social robots for education is how students perceive the
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robot. It is important for the students to feel comfortable around the robot. This leads

to considerations such as using a smaller robot with young children, as not to intimidate

them. [23]

The social appearance of the robot also leads to specific expectations that the robot will

understand speech and social signal without issues. Both of these have undergone strong

improvements over the last years, but these technologies are still imperfect. [24]. Espe-

cially the performance of speech recognition when working with children is still insufficient

[26, 13]. A lot of research on the effect of social robots has been done, with many promis-

ing results, while also uncovering many technical challenges. Up until now, most studies

used the robot tutors in restricted scenarios. Here, the affective and cognitive outcomes

are generally positive [23].

2.1.5 Social robots in language education

Learning a language is a very important part of growing up. Research shows that early

language skills are a predictor of later academic success, while bilingualism has been linked

to many positive outcomes such as higher IQ scores and better economic opportunities

and a protective effect against dementia [27, 28, 29, 30, 31]. Next to this, learning a new

language is a useful skill in a more globalized world [32].

Learning a language is an inherently social act [33]. Children learn their first language

from their parents and the people around them, and learning a second language opens

the door to communication with a larger, more varied group of people. Just as in general

education, using robots in language education leads to many design choices such as the

form, role, amount of personalization and abilities of the robot. Research suggests that

social robots are able to help students with vocabulary acquisition, while more research

is needed to compare social robots with other technologies in teaching other aspects of

language. It has also been demonstrated that robots aid learning when used next to a

human teacher. Lastly, research shows that robots have a positive effect on the learners’

affective state. [26]

Additionally, robots have the advantage of being more aware of their surroundings than

virtual tutors, because their embodiment enables the addition of sensors. They interact

with students the way people interact with each other and they can be customized to the

specific needs of the student. Next to this, learning a language involves a lot of repetition.

This may lead to fatigue and boredom in human tutors or teachers, while a robot tutor
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does not suffer from this. [34]

In conclusion, results are promising, but more research and advancements in the related

technology are needed for the optimal use of social robots in language education. Most

important here is automatic speech recognition: its performance is not always good enough

for fluent conversations in perfect conditions. With noisy backgrounds, multiple people

in a conversation and speech by people who do not yet master the language, speech

recognition performance is an important bottleneck for social robots in education [13].

Additionally, using robots for long-term interactions must be researched further. The

high cost of social robots is also a barrier for the frequent use of social robots in a

classroom. Teachers and users who do not have a technical background must also be able

to comfortably use the robots in their environment, which may also pose a challenge. [26]

2.2 Natural Language Processing

To use social robots for second language tutoring, there is a need for some form of lan-

guage processing in the robot. This field is called natural language processing (NLP). In

this section, some relevant NLP tasks and models will be discussed. First, the general

concept of word embeddings is introduced. Then, we will continue with large language

models (LLMs), which can be used for many purposes. Then, the multimodal task of

image generation or text-to-image will be discussed, after which we will go over another

important task in the field of NLP: translation. Finally, the field of visual dialog, and its

tasks and models will be discussed.

2.2.1 Word embeddings

When performing any task within the field of NLP, it is necessary to represent words or

their meaning in a way that can be used by a computer. In the early days of NLP, this

was done by using the index of a certain word within the vocabulary used. The problem

with this approach is that there is no notion of similarity between words; synonyms were

not represented in a more similar way than words that have no relation. Because of this,

the idea of transforming words to an embedding space arose. Here, words are represented

by a vector in a multidimensional space, with the assumption that vectors that are closer

together, also have a more similar meaning and words with a similar difference vector also

have a similar relation [35].

Generally, this transformation is done by some form of neural network. The model
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is trained by letting it perform a task where the meaning of the words is important

for success. One task that is often used is the skip-gram objective, where the goal is to

predict the words that surround a given word. Another one is the continuous bag-of-words

(CBOW) objective, where a certain word is predicted, given the surrounding words. Both

of these were used at Google by Mikolov et al. to develop Word2Vec [36, 35], a well-known

technique to train neural networks for the use of word embeddings. Other well known

techniques are GloVe [37], where the co-occurrence frequency of words is also taken into

account and FastText [38, 39], where parts of words are also considered.

2.2.2 Large language models

One of the most fundamental tasks in NLP is that of language modeling: predicting

whether a given sequence of words is likely or not, or, in a more probabilistic view,

finding the joint probability function over sequences of words. This task is very difficult

to solve due to the so-called curse of dimensionality: the options grow exponentially with

the length of the sentence, where the base is the size of the vocabulary, usually a very large

number. This task was often attempted using statistical models, but is quickly infeasible

due to the aforementioned dimensionality problem. The first well known attempt to

tackle this problem using neural networks was by Bengio et al [40]. Here, the model

jointly learned distributed representations of each word, or word embeddings, as well as

the probability function for word sequences.

Another type of model strongly linked to language modeling is sequence-to-sequence

models. These are models that have a sequence, often a natural language sequence, as

input as well as output, e.g., recurrent neural networks for translation. These sequence-

to-sequence models often use an encoder and decoder that consist of complex recurrent

or convolutional neural networks, possibly linked by an attention mechanism. Attention

mechanisms were designed to improve upon models that consist of an encoder and decoder.

A strong limitation in these models is the following: the encoder transforms the sequence

into a fixed length vector, that is then used by the decoder to form a new sequence.

This means that the encoder must compress all information within the sentence into a

fixed-length vector, regardless of the length of the sentence. Research has shown that the

performance of this encoder-decoder model deteriorates with the length of the sentence,

especially for sentences longer than the ones in the training corpus. An attention mech-

anism allows the model to align itself: the decoder is able to search the source sentence
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for the positions with the most relevant info and using this to generate the next word [41].

Then, in 2017, Vaswani et al. introduced the transformer [42]. This neural network

fully replaces the recurrent or convolutional layers with self-attention layers, resulting

in better results with significantly lower training costs. With over 70,000 citations as

reported on Google Scholar, this paper transformed the world of NLP.

Figure 2.7: Schematic representation of a recurrent neural network.

To understand the reason for the success of the transformer, the limitations of recurrent

neural networks (RNN) must first be understood. RNNs are mostly used with sequences

of data, where the parts of these sequences are the input for the same node in a sequential

way. This node outputs a state, which represents the data that has passed through the

RNN until then. This state is then given as additional input when the next part of the

sequence is processed. This way, the full sequence can be processed as a whole. Figure

2.7 gives a schematic representation of this, where x is the input, y is the output and h

the state. This leads to a strong limitation: the output of the first part of the sequence

is needed as input for the next, making parallellization impossible. This leads to strong

limits on the amount of data that can be processed in a reasonable amount of time,

regardless of the available computing power.

With the emergence of the transformer, this limitation could be avoided. The trans-

former was designed for the processing of sequential data as well, but its architecture

enables it to process all these sequential data in parallel. This is due to the use of self-
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attention, where parts of the sequence can influence each other in a parallel matter. Figure

2.8 shows the original architecture of the transformer as proposed in 2017.

Figure 2.8: The original architecture of the transformer.

Source: Adapted from [42]

The existence of the transformer suddenly made it possible to train neural networks on

larger amounts of data, as the bottleneck of sequential processing was removed, enabling

the emergence of Large Language Models (LMM). These often have billions or more pa-

rameters and are trained on large amounts of unsupervised data. They are often trained

using a certain language modeling task, after which they can be used for a variety of other

NLP tasks, with little to no extra training. A few influential models will be discussed here.

In 2018, OpenAI published GPT: a family of large language models called Generative

Pre-trained Transformers. Here, the goal is to learn universal representations that can be

easily transferred to other tasks with little adaptation. This is done using a combination

of unsupervised pre-training and supervised fine-tuning. Quickly, its successors arose,
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with GPT-2 in 2019 , GPT-3 in 2020 and GPT-4 in 2023, with each model resulting in a

significantly better performance than the previous, partially due to a strongly increased

amount of parameters: GPT-1 started out with 117M parameters, GPT-2 has 1.5B pa-

rameters and GPT-3 has 175B parameters. The amount of parameters of GPT-4 has not

been published. These generative models with large amounts of parameters, trained on

large corpora opened the door for completing tasks with very little or no training on the

specific task. Few-shot learning arose, where it is possible to provide the LLM with few

examples of the task at hand, after which the model can complete further instances of this

task. Even more extreme is zero-shot learning, where the LLM is able to complete un-

seen NLP tasks, due to the natural language understanding gained in its general training.

[43, 44, 45, 46]

In December 2022, OpenAI released ChatGPT [47]. It is a chatbot built on top of

GPT-3.5 (an improved version of GPT-3) and later GPT-4. It was fine-tuned using a

mixture of reinforcement learning and supervised learning, called Reinforcement Learn-

ing from Human Feedback [48]. It was made available to the public and has since gotten

large amounts of attention and has brought the topic of NLP into the public eye [1].

A second influential family of transformer models was introduced by Google researchers

in 2018: Bidirectional Encoder Representations from Transformers (BERT) [49]. While

BERT models are bidirectional, previous models used only context from one side of the

target word. These models are trained using two unsupervised tasks. The first is a form

of language modeling, where a percentage of the input words are masked and have to be

predicted by the model. The second is next sentence prediction, where the model is given

two sentences and must predict if these sentences follow each other, or the second is just

a random sentence. From this paper, many more models within the BERT family arose.

2.2.3 Text-to-image

A text-to-image model is a form of multimodal NLP model. Multimodal refers to the fact

that it relies on multiple modalities: it takes language as an input, but the output is visual.

More specifically, text-to-image models take as input a natural language sequence, e.g. a

description, and return an image with similar semantic meaning to the sequence. Most of

the popular text-to-image models fall under the category of deep generative models, which

combine classical generative models with neural networks and have as goal to estimate
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the joint probability distribution of the data and its labels. [50]

As text-to-image models take a natural language sequence as input, part of their recent

success can be attributed to the progress in large language models. The text input is first

processed by a LLM, after which it is used in image generation. These models are trained

on immense amounts of data found on the internet, often with the caption of the image

as label. This leads to many ethical concerns regarding artists whose data has been used

for training these models. They did not have the possibility to opt out from this, while

the resulting technology might threaten their livelihoods. [51]

Some of the popular text-to-image models are diffusion models. As input, these models

take images consisting of random noise. Then, guided by the processed natural language

sequence, they iterate over the image many times. In each iteration, some noise is removed

to bring the image semantically closer to the text input, until a detailed, sometimes even

photo realistic image remains. An example of these diffusion text-to-image models is

Imagen by Google [52].

In 2021, OpenAI published the first version of DALL-E, after which the second version,

DALL-E 2 , followed in 2022 [53]. These models build on OpenAI’s GPT systems, as

discussed in Section 2.2.2. They use a transformer, which takes as input concatenated

image and text tokens. This transformer is a decoder-only model, that autoregressively

models its input [54]. Both of these models were made available to the public, with a

limited amount of free use. Due to this and their performance, the models have gotten a

considerable amount of media attention, both positive and negative. [51]

Other well known text-to-image models are Stable Diffusion, an open source diffusion

model [55] and Midjourney, published in beta by the research lab Midjourney [56].

2.2.4 Translation

The core task of translation models is machine translation: the model must find the most

probable sentence in the target language, given a sentence in the original language. In

the beginning of machine translation, statistical models were used. These were built over

many years using domain knowledge. Later, neural models were used, strongly improving

the performance. The first occurrence of neural machine translation was by Sutskever

et al. at Google [57]. Since the arrival of the transformer, as discussed in Section 2.2.2,

these have dominated the field of machine translation [58].
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Important in the field of machine translation is how to evaluate the models, as there

is typically no one single correct translation. One proposed and widely used metric for

the automatic evaluation of machine translation is BLUE: the BiLingual Evaluation un-

derstudy [59]. This metric compares the machine translation to one (or several) human

translations. It gives a score based on n-gram precision, which is the occurrence of se-

quences of n words in both phrases. BLUE is one of many existing metrics for evaluating

machine translation.

2.2.5 Visual dialog

Visual dialog is a task within the intersection of NLP and computer vision. This task

requires a chatbot to hold a conversation in natural language about an image. Other

tasks strongly related to visual dialog are (1) image captioning, where a description of an

image must be generated, (2) visual question answering, where a model must generate an

answer given an image and a question related to it and (3) visual question generation,

where a model must generate questions, often to discriminate between images.

The formal definition of the task of visual dialog is that the model must generate

an answer, given an image, a history of the dialog and a follow-up question. Das et al.

presented a dataset for the task of visual dialog, called VisDial [60], while a dataset for

visual question answering was presented by Antol et al. [61]

The task of visual dialog is especially useful in the field of social robots, as the often

anthropomorphized body of the robot leads to the expectation that it can see and discuss

what it sees. Apart from this, it can also be useful in aiding visually impaired people and

in the analysis of large amounts of data.

In the same paper that the VisDial dataset was presented, Das et al. also presented

a family of neural models for visual dialog. The encoders consists of (1) a late fusion

model, that embeds image, history and question separately, after which they are fused,

(2) a hierarchical recurrent encoder, using 2 RNNs, one on the dialog level and one for

question-answer pairs and (3) a memory network that treats previous question-answer

pairs as facts to store in memory. Two decoders were also proposed, a generative and a

discriminative model [60].

In 2021, Kim et al. [62], presented a transformer that is pretrained on vision and
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language data, in order to reach a better performance in downstream tasks. This model

avoids convolutional layers and region supervision, in order to strongly improve its speed

and come to a simpler model. It has been demonstrated on the tasks of visual question

answering, as introduced above, and the task of Natural Language for Visual Reasoning

[63], where the correctness of a statement in relation to an image must be assessed.

A lot of research is being done in the field of visual dialog and the intersection of

NLP and computer vision in general. Many interesting ideas and promising models are

surfacing, to overcome the remaining challenges. One of the important challenges that

remains is that the available datasets for visual dialog are still limited, compared to the

amount of data often used in e.g., LLMs [62]. Another is the difficulty in evaluating the

performance of these visual dialog models [64]. Overcoming these challenges and arriving

at high quality visual dialog systems are important steps for a multimodal social robot

that can interact with people in a natural way.
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Visual Game Playing

In this master’s dissertation, the choice was made to implement second language tutor-

ing through game play. This game play provides a way for students to practice foreign

language vocabulary with a social robot tutor, driven by generative AI. Specifically, the

choice for visual game playing was made: the student plays a game with a social robot,

where language is learned in a visually grounded way. In this chapter, the inspiration for

this game will first be discussed. Then, the final shape of the game will be explained.

Finally, we will go over the requirements that were needed to make the game, which will

then be discussed in greater detail in Chapter 4.

3.1 Inspiration

The original inspiration for the game came from a paper by Das et al [65]. This paper

discusses how two chatbots are trained using deep reinforcement learning to play a visually

grounded game. The game consists of the chatbots communicating with visual questions

and answers in order to reach a common goal of agreeing on which picture they are

discussing. One chatbot knows the picture, the other one has a set of (similar) pictures to

choose from. Then, the two chatbots communicate using natural language until reaching

agreement.

From this paper, the idea sprang to implement this sort of game, where one player is a

social robot and the other is a student, learning the language in which they communicate.

In the game described here, the social robot and student can take on both roles: the one

describing the picture and the one guessing it. This means that the robot takes on the

role of a peer.

22
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Benefits

The game as described above could provide many benefits to a student learning a lan-

guage. By the choice of images, it could be used to learn vocabulary around a specific

theme in a natural way. As the game is visually grounded, there is no need to provide

translations to the mother tongue of the student. As the use of the student’s mother

tongue is a topic under discussion [66, 67], it can be seen as a benefit that this can be

omitted with a game of this form.

As discussed in Chapter 2, language learning is inherently social [26]. Therefore, using

an embodied agent such as a social robot can provide benefits over using a non-embodied

intelligent tutor. The use of a social robot has benefits compared to a human teacher

due to the robot tutor never becoming tired, bored or irritable. Due to this, the robot

could play this game for as long as wanted by the student, and with as many students

consecutively as needed.

Problems

There are some factors that make the aforementioned game unrealistic to realize within

a master’s dissertation. Firstly, current technology might still be too limited. The use of

speech recognition is on the rise as the technology progresses, but even in perfect circum-

stances, mistakes often occur. When using speech recognition technology with atypical

populations, its performance is still far from perfect. These atypical populations include

children, people with a different mother tongue, a strong accent or students still in the

progress of learning the language, all of which can be applicable to this situation. To fa-

cilitate the use of speech recognition in these circumstances, it could be possible to adapt

existing speech recognition on specific groups, but this is still subject to more research

[26, 13].

Next to this, the implementation of this game would require well performing visual

question generation and visual question answering. The combination of these strong

requirements and the technological limitations, lead to the full implementation of this

being out-of-scope for a master’s dissertation.
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Simplified version of game

Within this master’s dissertation, the choice for a simplified version of the game described

above was made. As will be described in more detail in the following section, the game

consists of a social robot presenting the user with a set of images, as well as a description

of one of the images in the goal language. Then, the student has to indicate which image

fits the description best. This simplified game eliminates the use of speech recognition,

while still keeping the benefits of being visually grounded. A limitation of this game is

that the student only practices the goal language in a passive way.

In this simplified version of the game, the robot takes on the role of a tutor, as only

the robot speaks sentences in the foreign language, and the student only listens to these

in order to guess the correct image.

Within this simpler game, a stronger focus was put on the contents of the game and

how they could be obtained. As described in the coming sections as well as Chapter 4,

the content of the game is made using generative models, opening up the possibility of

completely novel content, personalized to the strengths and needs of the student.

The aim of this game is to help students learn vocabulary through game playing with

a social robot, in a visually grounded way, so there is no need for translations. The social

robot is a tireless tutor that offers personalized content at the level of the student.

3.2 Game setup

This section will describe the form of the game. The basis of the game is a vocabulary

list, that contains all of the words that the student is practicing. The game consists of

multiple rounds, in each of which one of the vocabulary words is practiced. The social

robot presents the student playing a game with a sentence in the goal language. This

sentence contains the word that is being practiced. Then, a set of five images is shown

on a (preferably touch) screen. One of these images corresponds to the sentence that

was said by the robot and thus contains the word that is being practiced. The other

four images are considered distractors. They depict scenes that contain other words from

the vocabulary list. Which words are chosen for the distractors will be discussed in the

following section. Then, the student has to indicate which image corresponds best to

the description spoken by the robot. If the student chooses the correct image, a green
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border appears around this image and the vocabulary word in the goal language is shown

above it. If the student chose the wrong image, a red border appears around it, while a

green border appears around the correct image. Above both images, the corresponding

vocabulary word is shown in the goal language. This way, the student gets a chance to

learn both words.

(a) A description of the image is spoken by the robot, the user indicates which one they think corresponds

best

(b) The correct and incorrect answers are indicated by green and red respectively, while their correspond-

ing vocabulary word is shown

Figure 3.1: Schematic representation of the form of the game.

Figure 3.1 shows a schematic representation of the game, with English as the goal

language. The robot speaks a description, ”A man riding a bike”, which corresponds to

the fifth image. The user wrongly indicates the second image. Then, the right and wrong

image are shown using a respectively green and red border, while the words corresponding
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to these images are shown above in English, the goal language.

3.3 Adjustments of difficulty

In order for the game to stay challenging, the difficulty should match the student’s knowl-

edge. For this to be possible, student modelling is used. The implementation details

can be found in Chapter 4. What is required for adjusting the difficulty of the game,

is an estimate of how good the student knows every one of the vocabulary words. This

estimate should then be adjusted after each exercise. When a student answers an exercise

correctly, the student model is updated positively for this one word. When a student gets

an exercise wrong, it can be assumed the students did not know the word that was being

practiced, as well as the word that was wrongly indicated. To clarify, using the example

of Figure 3.1, the student is here assumed to not know the words ”banana” and ”bike”.

Then, the model is updated negatively for these two words. What this entails exactly will

be discussed in Chapter 4.

As the student model provides estimates of the student’s skill, the game should be

adjusted according to this. This happens with the choice of distractors. When a word

is not well known, very different distractors from the word that is being practiced are

used. As the estimate of the student’s knowledge of this word increases, the distractors

become more similar to the word that is being practiced. The student model expresses its

estimate of the user’s skill as a probability that the next exercise involving this word will

be answered correctly. These probabilities are divided into three categories: easy, medium

and hard. This corresponds to how difficult the exercise involving this word should be.

Then, the other vocabulary words are ordered by how similar they are to the word that is

being practiced. These are divided into the same three categories. Then, the distractors

are randomly chosen from the category that corresponds to the user’s level.

3.4 Requirements

To allow a student to play the game described above, there are some requirements. First,

a vocabulary list of words that the student should learn should be provided, for example

by the teacher. The vocabulary list used here was taken from an English course book [68].

Then, descriptions containing these words as well as images fitting to these descriptions
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are needed. Both of these are obtained through generative AI models. If the goal language

is not English, the descriptions should be translated, as they were generated in the goal

language. This is a result of the used text-to-image model being intended for usage in

English, as indicated on their Huggingface page [69, 70]. In order to adjust the difficulty

levels of the game, a student model is needed. Here, because of its intuitive parameters

and simple implementation, a Bayesian model is used. Lastly, to choose which distractors

are used, a way to model word and sentence similarity is necessary. This is done using

a transformation of the words and sentences to an embedding space. All of the models

mentioned above are described in detail in Chapter 4.



Chapter 4

Implementation

In this chapter, a more detailed discussion of the implementation of the game will be

given. First up is the way the words within a round of the game are chosen. This pertains

to the distractors as well as the word that is being practiced. Then, a closer look is taken

at the generation of the descriptions, with a focus on the prompts used and the similarity

checks. Then, the image generation, with style choices and the handling of generation

errors is discussed. Finally, an overview of the implementation choices of the user interface

is given. In each section, if relevant, the used models are also discussed in detail.

All of this was implemented in Python. The Furhat robot is usually programmed using

Kotlin, but a Python API is also available. Here, the Python API was chosen as this was

easiest to integrate with the rest of the code and the models.

4.1 Choice of words

In this section, the choice of the practice word as well as the distractors is discussed. Before

diving into the implementation choices that were made here, two models are described in

detail. First, the the BKT model used for student modeling is discussed, as this influences

the choice of the practice word as well as the distractors. Then, the model used to calculate

sentence and word similarity is discussed, as this is used for adjusting the difficulty while

choosing distractor words. Finally, the implementation is discussed, including the usage

of these models.

4.1.1 Bayesian Knowledge Tracing

In this section, the student model used will be discussed in more detail. As discussed in

Chapter 3, this model is needed to adjust the difficulty based on the skills of the student.

28
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As the game is based on a vocabulary list, the words in this list will be considered the

skills the students is learning. Therefore, the student model must continuously keep an

estimation of the student’s knowledge of each word in the list, which is then updated with

each round of the game. Thus, each of these rounds will be considered as one exercise.

To formalize, the student model must provide n probabilities, with n the size of the

vocabulary list. These probabilities indicate the estimate of the student model that the

student will answer the next exercise correctly.

Parameters

The model used here is a Bayesian Knowledge Tracing model [71]. It is a special case of

a hidden Markov model, where the latent variables are the student’s knowledge of each

skill and the observable data are the correctness of the exercises. These latent variables

are binary variables: is this skill mastered by the student or not? The observations are

binary variables as well: did the student solve this exercise correctly or not? Internally,

the model keeps the variables θi, which represents the probability that the student knows

word i. The model also keeps some global parameters, that are the same for all words:

1. Pi: the probability that a skill is already learned (initial)

2. Pl: the probability that the student will learn on next practice opportunity (learn)

3. Ps: the probability that the student will make a mistake despite knowing (slip-up)

4. Pg: the probability that the student will answer correctly despite not knowing (guess)

It is also possible to choose the initial probability as separate values per skill, e.g.,

based on prior knowledge of the student skills. This was not done here, as this extension

would introduce a non-negligible delay in the execution of the user study.

Update equations

First, the variables θ are set to the initial probability Pi. Then, as the student completes

an exercise on skill i, these variables are updated. This update happens, based on the

correctness of the exercise c.

if c = 1 : θ′i =
θi(1 − Ps)

θi(1 − Ps) + (1 − θi)Pg

(4.1)
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if c = 0 : θ′i =
θiPs

θiPs + (1 − θi)(1 − Pg)
(4.2)

The update equations are shown in Equations 4.1 and 4.2, while the structure of the

BKT model is graphically shown in Figure 4.1 [16]. The update equations are easily

intuitively understood when looking at this schematic representation.

Figure 4.1: The structure of a BKT model.

Source: Adapted from [16]

Prediction equations

While the model internally keeps a prediction of whether the student has mastered a

skill, this does not equal the probability that the student will solve an exercise on this skill

correctly, as the student can guess the correct answer while not knowing it, or a slip-up can

occur on an exercise the student would usually solve correctly. Therefore, the prediction

on the correctness of the exercise must be calculated using the prediction equation, as

shown in Equation 4.3 [72]. This equation can once again be easily understood intuitively:

the probability that the student will answer correctly is the sum of the probability that

they did not know, but guessed well and the probability that they did know, and a slip-up

did not occur.

Pcorrect,i = Pg(1 − θi) + (1 − Ps)θi (4.3)
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4.1.2 Sentence and word similarity

In the game as described in Chapter 3, the difficulty is adjusted based on the similarity of

the distractors. To do this, a model for the similarity of two natural language sequences

is needed. This is done by first calculating the embeddings of these sequences, after which

a distance metric is applied to them.

The embeddings were calculated using the all-MiniLM-L6-v2 model as published on

Huggingface [73], that is intended for use with sentences and short paragraphs, but, after

some initial tests on relevant words and sentences, seems to perform adequately on word

similarity. The distance metric used here is the Euclidean distance between the vectors

of the calculated embedding. This is not a normalized vector, so when it was used in

an absolute way, the limit was chosen through trial and error. Another metric that is

often used is cosine similarity, which measures the angular distance between the vectors.

Research shows that for text similarity, cosine similarity outperforms Euclidean distance

in some cases [74]. Therefore, in further research, it is preferable to use cosine similarity

instead of the euclidean distance metric.

4.1.3 Implementation

As stated in Chapter 3, the choice of the words within a round of the game is personalized

to the skills of the user. Of the five words that are used within one round, one is the word

that is being practiced, and appears in the spoken sentence. This word will be referred

to as the practice word, while the other four are the distractors.

All of the aforementioned words come from a vocabulary list. This list must contain

words that can be presented visually due to the design of the game. Within the proof-of-

concept of this master’s dissertation, a vocabulary list on Clothes and accessories from

the book English for Everyone: Level 1: Beginner, Course Book was chosen [68]. The

words in this list as well as their Spanish translations are shown in Table 4.1. This theme

was well suited for the game as it contains words that are easily visually represented.

Both the choices of the practice word and of the distractors are influenced by the BKT

student model. This model was discussed in detail in the beginning of this section, where

its parameters were also listed. The values of these parameters were chosen partially from

literature, and partially based on the structure of the game. In short, the four parameters

are (1) Pi, the probability that a skill is initially learned, (2) Pl, the probability of the

student learning on next practice opportunity, (3) Ps, the probability of a slip-up and (4)
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English Spanish English Spanish

t-shirt camiseta socks calcetines

blouse blusa boots botas

shirt camisa shoes zapatos

dress vestido sandals sandalias

skirt falda sneakers zapatillas

pants pantalón scarf bufanda

jeans jeans hat sombrero

jacket chaqueta gloves guantes

coat abrigo belt cinturón

raincoat impermeable bag bolso

Table 4.1: The English words in the vocabulary list and their Spanish translations.

Pg, the probability of a student guessing correctly while not knowing. The values of Pi,

Pl and Ps were chosen from literature [18], while Pg was chosen as 0.20, as there are five

answer options. The values are shown in Table 4.2.

Pi Pl Ps Pg

0.20 0.10 0.15 0.20

Table 4.2: The values for the BKT parameters.

The student model gives an estimate of the probability that a student will answer

correctly: Pcorrect, with Pcorrect,i as that probability for an exercise on the word with index

i. These values are used as metric for student knowledge when making the choice of

words. The practice word for the next round of the game is always chosen as the word

with the lowest estimate of student knowledge by the student model, which is seen as the

least well known word. If there are multiple such words, one is chosen at random.

Then, based on the estimate of student knowledge of the practice word, the level of this
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round is chosen as easy, medium or hard. This level was chosen by dividing the estimate

using the bounds as shown in Table 4.3. These were chosen based on the requirement

that a new word would always start in the easy category, but the categories are of similar

sizes. With the parameters discussed above, an exercise with a new word is estimated to

be correct with a probability of P = 0.33.

Easy Medium Hard

0-0.40 0.40-0.70 0.70-1.00

Table 4.3: The boundaries for the levels of the rounds, based on BKT-estimates.

The distractors used are based on the level of the round. The idea is that the difficulty

increases when the distractors are more similar to the practice word. An example from the

vocabulary list: if the practice word is shirt, similar distractors would be t-shirt, blouse,

while less similar distractors could be shoes, belt.

When choosing distractors, first, the possible distractors of the correct level are chosen.

This is done by sorting all of the words in the vocabulary list based on their difference

to the practice word, in the ascending order, which is calculated in the embedding space,

as described before. The first word of this sorted list is the practice word itself, so this

is deleted. The resulting list is then split into three equal parts, which correspond to the

easy, medium and hard level. Now that a list of words in the correct level is known, the

distractors must be chosen. This is done by choosing the four least well known words

of this list, based on the estimates of the student model. The idea behind this is that

using lesser known words as distractor leads to a smaller chance that the student gets

the exercise correct by exclusion. Additionally, when the student answers the exercise

incorrectly, both the practice word and the wrong guess are shown on the screen. This

appearance of the word is also a chance for the student to learn it. Therefore, using the

least well known words adds some practice of these words.

The idea of basing the difficulty of the game on the BKT model was inspired by work

done by Schodde et al. [17]
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4.2 Description generation

In this section, the generation of the descriptions is discussed. First, the choice and

usage of the LLM is discussed, then the model used for translation follows. Then, the

implementation of these models within this master’s dissertation is discussed.

4.2.1 Language model

As seen in Chapter 3, the game contains descriptions related to a certain vocabulary word

that the student is learning. These descriptions are generated using a large language model

(see Chapter 2), more specifically a variant of the GPT-3 family, which are transformer-

based models [44]. These models can be used through a paid API provided by OpenAI.

This model was chosen because of its good performance, as well as for the ease of use of

the API, so no LLM must be run locally.

Models such as GPT-3 are zero- or few-shot learners: it is not necessary to fine-tune

the model for the specific task it must perform. Due to the natural language under-

standing gained from pre-training, it is able to complete the task with no or just a few

examples. The input of such a model can therefore be a natural language sequence, often

called a prompt. In the case of few-shot learning, this prompt contains the examples as

well as the task. Often, it is enough to describe the task in natural language. In the case

of description generation based on a word, a prompt could be: ”Generate a description

using the word {word}.” Based on the specific requirements of the description, additions

can be made.

When starting this master’s dissertation, the newest generation of models in the GPT-

family was GPT-3. This generation consists of multiple models, with different perfor-

mances and different pricing. After trying out the available versions for the generation

of descriptions of some example words, it seemed that the performance of the text-curie-

001 -model and text-davinci-003 -model were sufficient. As the curie-model is ten times

cheaper than the davinci -model, this was used further.

Later on, in March 2023, the model behind ChatGPT was released: gpt-3.5-turbo.

This model had increased performance for a lower price than the previously mentioned

curie model, so the switch was made. As this model is optimized for chat, it takes an

additional input called system. This is meant to give the chatbot initial instructions on its

function. It can be used to influence the tone and writing style of the generated language.
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How this was used here is discussed in the section on implementation.

Later that same month, the roll-out of GPT-4 started as well. As this model at the

time was only available through a waitlist and the performance of the previous model was

sufficient, the switch was not made.

4.2.2 Translation

Most LLMs and text-to-image models perform best when the text input given to them is

in English, and they are often even intended to be used with English only. This means

that if the language the student is learning is not English, there is a need for a translation

model. In this master’s dissertation, the focus was on Spanish as goal language. The

first approach that was tried out was to generate English sentences and use these for the

generation of images. Then, when the descriptions were to be presented to the student

while playing the game, they were translated.

At first, the descriptions were translated using a model published on Huggingface that

can be run locally [75]. After having a native Spanish speaker evaluate the results of this

model, it was concluded that the translations were not always correct, often with gram-

matical inaccuracies or unnatural constructions. This was partially due to the translation

model’s imperfections, but also because the generated sentences were at times constructed

in a manner that is very typical for the English language, but doesn’t translate to Spanish

very well.

In order to prevent presenting grammatically incorrect sentences to a student learning

the language, the switch was made to Microsoft Azure’s translator [76], which is available

as an API that is free to use for students. After a comparison of these results to the pre-

vious model’s translation by the same native Spanish speaker, it was concluded that there

were few grammatical errors left, but some sentences still contained weird constructions

or were overly complicated due to difficult to translate English constructions.

As the resulting translations were still not completely satisfying, another approach was

taken. GPT-3.5 was trained on mainly English data, but other languages are present as

well [77]. Because of this, a different approach was possible: the sentences were generated

in Spanish by the LLM, after which they were translated to English by the Microsoft

Azure translator, to ensure the best results when using the text-to-image model. This

leads to simpler, more natural sentences in Spanish, as they aren’t translated from English.

Furthermore, if the translation should introduce grammatical errors, these are never shown
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to the student. The final results of the translation and its possible inaccuracies will be

discussed in Chapter 5.

4.2.3 Implementation

Given the language model described before and the words that were chosen as described

in the previous section, the next step is to generate a description for every one of these

words. After these are generated, a check is done on the similarities of these sentences.

If two sentences are too similar, the corresponding images might differ very little. Then,

the game might be too difficult, so one of them is regenerated, until no two sentences are

too similar.

As discussed above, the sentences are generated using GPT-3.5, which takes two

prompts as input: one system prompt which can be used to specify the role of the LLM,

as well as influence the style of the generated text. The specific task is also given as input

in the form of a prompt. In the task prompt, the vocabulary word is filled in, as well as

the theme of the vocabulary list, which is clothes and accessories.

It is important for the generated sentences to fulfil certain criteria: the sentence must

be short enough, not too difficult in structure and vocabulary and they must not contain

other words from within the theme, as this can cause confusion. These criteria were added

to the system prompt after the generated sentences did not seem to match them. The

GPT-3.5 model tends to generate context surrounding the sentences, which is unwanted.

Therefore, it was added to the system prompt that the system may only speak Spanish,

and to the task prompt that only the sentence itself must be provided. In the task prompt,

it is mentioned that a description of a picture is needed, in an attempt to achieve visual

sentences. It is also said that the vocabulary word must be in the sentence, as sometimes,

sentence were generated that described the word, without containing the word. Lastly,

the theme of the word is also mentioned in the task prompt, to avoid confusion with

synonyms with a completely different meaning. An example of this was encountered

when testing with words from the theme Farm animals. One of the words in the theme

was chick, which was of course meant to refer to a small chicken, but can easily occur in

a different context with the meaning young woman. Therefore, adding the theme to the

prompt leads to sentences incorporating the correct, appropriate meaning. All of these

things were taken into account, resulting in the prompts that are given below.

• System prompt: You generate the descriptions in textbooks for learning words. The
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descriptions are short, simple sentences with easy words for new students. The book

has a theme, and within this theme, only the specified word is used. You speak only

Spanish.

• Task prompt: Generate a short one sentence description in Spanish of a picture that

contains a {word}. It is in a book for learning the vocabulary for {theme}. The

sentence must contain the word {word}. Only provide the sentence itself.

After all of the sentences have been generated, the similarities are calculated two by

two, using the embeddings and similarity metric as discussed in Section 4.1. Two sentences

are deemed too similar of the metric goes below 10.0. This value was chosen based on

some small tests with generated sentences, and is a balance between not using too similar

sentences that make the game too difficult, and the time it costs to often regenerate

sentences. If two sentences are too similar, one of the similar sentences is added to a list.

After checking all sentence pairs, all of the sentences in the list are regenerated, after

which the similarity check is performed again. This continues until no two sentences are

too similar. In practice, as the 20% most similar words in the vocabulary list are never

chosen as distractors, two sentences were rarely too similar according to this metric.

4.3 Image generation

In this section, the generation of images is discussed. First, the choice of model is in-

troduced, after which the implementation and usage of that model within this master’s

dissertation is discussed.

4.3.1 Text-to-image model

A second requirement for the game as described in Chapter 3 is the generation of images,

given the descriptions that were generated as discussed above. This is an example of the

text-to-image task as described in Chapter 2.

Text-to-image models take a natural language sequence as input. As in large language

models, this is also referred to as a prompt. The style of the image can then be influenced

by adjusting the prompt. This is called prompt engineering. In the game, the image must

be generated based on the description, so that will form the basis of the prompt. How

exactly this is done and what style choices were made and implemented using prompt
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engineering will be discussed in the next section.

The first model that was tested in this master’s dissertation was DALL-E by OpenAI

[53], which can be accessed through a paid API. After some initial tests using descriptions

generated as discussed above, the performance of this model seemed sufficient for this

application, but, as the available API is paid, the price of usage went up quickly. Stable

diffusion [69], as discussed in Chapter 2, is an open source model that can be run locally,

with a similar performance as DALL-E in initial tests. Due to this, the model is free,

and there is more control on the speed, as the hardware on which it is running can be

adjusted freely. These advantages lead to the further usage of Stable Diffusion throughout

this master’s dissertation.

4.3.2 Implementation

Using this text-to-image model and the descriptions that were generated as described

in the previous section, images can be generated. As discussed before, Stable Diffusion

takes a prompt as input. This prompt could consist of the generated description, possibly

with a style modifier added. When no style is specified, models like Stable Diffusion tend

to generate images in a photo realistic style. As these generated images often contain

some mistakes, the photo realistic style can result in strange, impossible and even creepy

images.

Figure 4.2: Example of influence of style description in prompts using Stable Diffusion.

As depicted in Figure 4.2, there are many possible style modifiers that lead to results

of varying success. To avoid overly realistic and therefore creepy images, it could help to

specify that it should be a drawing. This easily results in very simplified drawings. A

second attempt was to specify that the image is from a children’s book. This leads to a
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more appropriate style than when the drawing style is used, but the image is still very

minimalist and simplified. There are many tricks within the field of prompt engineering

that can lead to the desired styles. One with good results for this application was adding

the style modifier concept art to the generated descriptions, as suggested in many prompt

engineering guides and blogs (e.g., [78]). An example is shown in Figure 4.2. This style

modifier was therefore used for the generation of images throughout this master’s disser-

tation. This was the final prompt:

• Image prompt: {description}, concept art

The text-to-image model used contains a safety check that all generated images contain

only appropriate content. Otherwise a black image is returned. This check regularly

returns what appears to be false positives, leading to black images in the game. This can

be handled in two ways. The safety check can be disabled, but then it might occur that

actual inappropriate content is used within the game. The other option is to check if the

image is black, by looking at the pixel values, after which the image can be regenerated.

As this second option was easy to implement and does not introduce the risk of presenting

the user with inappropriate content, this method was used.

4.4 User interface

When all content is generated for a round of the game, it must be presented to the user.

A few choices had to be made on how this is presented, which will be explained here.

First of all, the decision on whether the description is shown as written text had to be

made. Showing the text makes the game easier, especially if the user knows a language

related to the one that is being practiced. It also enables the user to learn the spelling

of words while practicing. A disadvantage is that the user will then mostly look at the

screen to read the text, which lessens the amount of social interaction with the robot.

The language that was taught in this application was Spanish. The application was tested

in the Dutch speaking part of Belgium. French is one of the other official languages of

the country, so the general population, including the test group, has a basic knowledge

of the language. As both French and Spanish are Romance languages, the choice was

made not to show the text on the screen. Then, the game was not too easy, and social
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interaction with the robot was stimulated. Another effect of this choice, is that the stu-

dent is practicing their listening skills, while reading skills are practiced as well when the

sentence is shown. To enable the user to at least learn the spelling of the words they are

practicing, the words corresponding to the correct and possibly incorrect image are shown

above them at the end of the round.

In first tests of the application, it became clear that users tended to look at the images

while the robot is speaking, instead of looking at the robot as in a social interaction.

This lead to the design choice of showing the images on screen with a delay, letting them

appear around the time the robot finished its sentence.

Another adaptation that was made to enhance the social interaction was some subtle

interaction and feedback from the robot. After the description is spoken by the robot, it

looks at the screen where the images appear. This indicates to the user that the robot is

finished speaking and interaction with the screen is now required. Then, the user indicates

what image they choose, by tapping this image on the touch screen. If the user chose the

correct image, a small and subtle smile appears on the face of the robot. If the user chose

incorrectly, a subtle frown appears.

As the written description is not shown on screen, understanding the Spanish sentence

from the first try might be difficult for a new user. Therefore, the user always has the

opportunity to let the robot repeat the sentence by tapping a speaker icon on the screen.

When the user chooses an image, some feedback is shown on the screen. All irrelevant

images disappear, while the correct image is shown with a green border, and, if there is

one, the incorrect image is shown with a red border.

A last design choice that was made was to show a progress bar on the screen that

indicates how far the user is within the set of exercises. First tests indicated that it is

unpleasant for the user to be presented with exercises without any indication of progress

or how many rounds were left. The amount of rounds played is of course adjustable, but

in the user study, 60 rounds were used, which corresponds to about 10 minutes of playing

the game.
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All of these choices were implemented in the user interface, which was made using the

Python library TKinter [79].

In Figure 4.3, an example of the user interface described above is given. In the first

image, the screen after the robot has spoken the description is shown. All five images

appear on screen, as well as the speaker button for repeating the description and the

progress bar. The description heard here could be ”Los guantes son para mantener las

manos calientes.”, corresponding to the second image of the game. In Figure 4.3 (b), the

screen is shown after the user has tapped the fourth image. On the screen, the incorrectly

chosen image as well as the correct one are shown, with corresponding red and green

borders. Above both images, the corresponding word is shown.
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(a) The beginning of a round, after the robot has spoken the description.

(b) The second part of the round, after the user has tapped the fourth image

Figure 4.3: Screenshots of a round of the game.



Chapter 5

Results

In this chapter, the results of this master’s dissertation will be discussed. The integrated

system was evaluated in a user study. In this, a group of participants took a written

test on their Spanish vocabulary knowledge, to establish their level of Spanish vocabu-

lary before receiving a lesson. After this, they practiced Spanish Vocabulary using the

application. Then, the students took a post-test, which allows us to quantify the learning

gain. In order to avoid technical problems due to unreliable connections to remote servers

and variable delays, the descriptions, translations and images used in this study where

generated beforehand. This also means that all students encountered the same content

when practicing, though not necessarily in the same order. Therefore, the discussion of

the results of this master’s dissertation can be split into two parts. First, the data that

was generated for this user study is evaluated in Section 5.1. Lastly, the user study,

including its set-up, process, limitations and results are discussed in Section 5.2.

5.1 Generated data

From its conception, the application was designed for use with real-time generated data.

Therefore, first the time constraints of generating the data in real time are discussed.

As the data for the user study was generated beforehand, it is possible to investigate its

quality, which also gives us some insight in the data that could be generated in real time.

The quality of the generated data is discussed in following sections.

As discussed in the previous chapters, the generated data consists of descriptions,

translations of these descriptions and images. The descriptions were generated in Spanish

and then translated to English. These English descriptions were then used as input to

the text-to-image model. Therefore, the evaluation of the generated data is done in three
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parts. First, the correctness of the Spanish sentences and their translations to English is

discussed. Then, the appropriateness of these sentences for use within the game will be

evaluated. Finally, the last section is about how well the generated images correspond to

the sentences from which they were generated.

The vocabulary list used here consisted of 20 words within the theme Clothes and

accessories, as discussed in Chapter 4. For the user study, it would be undesirable if each

word always occurred with the same description and image. Therefore, for each word,

five descriptions, translations and images were generated, to ensure variation in the visual

and auditory stimuli. The game play in the study consisted of 60 rounds. In each round,

5 images were presented together with a single description. In total, 100 images and

descriptions were generated, so on average, each image appeared three times. This was

of course often as distractor, which means that the corresponding descriptions were not

presented to the user.

5.1.1 Real time generation of data

If the data of the game is generated in real time, the introduction of large delays would

have a detrimental effect on the learning experience. Within a round, the vocabulary

words are first chosen. Then, from these words, descriptions are generated using a LLM

and translated using Microsoft Azure’s translator, after which their similarity is checked

using word embeddings. Then, the images are generated with Stable Diffusion on a remote

server, after which they are displayed. This means that all data of a round of the game

must be generated within that round. The delay due to the generation and translation of

the descriptions must therefore be negligible. As the images are shown only after the sen-

tence has been spoken, this can take as long as it takes to speak the generated description.

To obtain all descriptions, they must first be generated and translated, checked for

similarity and, if needed, new descriptions must be generated and translated. Therefore,

the time to build a single exercise is variable. The generation and translation of sentences

is done remotely through an API call, but the similarity check is done locally, so it is

influenced by the hardware on which the model runs. The generation of images is also

done locally. This is the part that introduces most of the delay, and it is also strongly

influenced by the specifications of the hardware. To get an idea of the possible speed-up

through improved hardware, Table 5.1 shows the timing when run on two different GPUs
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of the IDLab GPULab, in seconds. The time for generating a round is split into three

parts: the generation, translation and similarity check of the descriptions (including the

choice of words), the generation of images and the display. The total time is also reported.

GPU NVIDIA GeForce GTX 1080 Ti Tesla V100-SXM3-32GB

Descriptions 5.45s 5.20s

Images 68.25s 15.10s

Display 5.38s 2.73s

Total 79.62s 23.35s

Table 5.1: Time needed to generate the parts of a round of the game.

5.1.2 Translations

The generated Spanish sentences and their English translations were evaluated by a native

Spanish speaker. These were divided into three categories: correct, partially correct and

incorrect. Table 5.2 contains a summary of the correctness of the translations. The par-

tially correct translations were grammatically correct but unusually phrased. An example

of a partially correct and of an incorrect sentence are given below.

• Partially correct: Es: Los pantalones son de mezclilla azul. En: The pants are blue

denim. Mezclilla refers to the material, and is normally not used in this way.

• Incorrect: Es: La mujer lleva un hermoso bufanda alrededor de su cuello. En: The

woman wears a beautiful scarf around her neck. The Spanish sentence should be La

mujer lleva una hermosa bufanda alrededor de su cuello.

Correct 95

Partially correct 2

Incorrect 3

Table 5.2: Correctness of the generated translations used in the user study.
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5.1.3 Description generation

As the English sentences are used for the image generation, the generated descriptions

were evaluated after translation to English. They were evaluated on four criteria by

five people with Dutch as mother tongue but with a sufficient knowledge of the English

language. The criteria used are listed here:

1. Is the sentence appropriate within the theme ’clothes and accessories’? (0: not

appropriate, 5: perfectly appropriate)

2. Does the sentence contain other words from the theme ’clothes and accessories’, such

as other pieces of clothing or accessories? (0: many other words, 5: no other words)

3. Is the sentence unnecessarily long? (0: unnecessarily long, 5: short)

4. Is the sentence simple enough for someone with a limited knowledge of the language?

(0: very complicated, 5: simple enough)

The mean score and standard deviation of the sentences on each criterion are given in

Table 5.3.

Criterion Mean Standard deviation

1 4.99 0.1

2 4.748 0.713

3 4.612 0.654

4 4.428 0.808

Table 5.3: Average score and standard deviation of the sentences on the four criteria.

Another interesting characteristic of the descriptions is how many words in the sentence

describe visual properties of the word. For example, in the sentence ’The dress is red.’,

both dress and red give a visual hint. If the student would not know the word dress,

but does know the word red, they could deduce from the images which one is correct,

without knowing the practice word itself. Therefore, if the sentences contain a lot of

visual descriptors, the game could become too easy. When designing the prompts for

the LLM, no instructions were given on the amount of visual descriptors the sentences
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could contain. On average, the generated sentences used in the game contain 2.17 visual

descriptors. Table 5.4 contains the number of sentences that contain one, two or three

visual descriptors. An example of each group is given below.

• One descriptor: Sandals are a type of footwear ideal for sunny days. Descriptors:

Sandals

• Two descriptors: The shirt is green. Descriptors: Shirt, green

• Three descriptors: The blouse is red and has short sleeves. Descriptors: Blouse,

red, short sleeves

Number of descriptors Number of sentences

1 15

2 53

3 32

Table 5.4: Number of sentences per number of descriptors within the sentence.

5.1.4 Image generation

The images used in the user study were generated based on the descriptions as described

in Chapter 4. In general, the performance of text-to-image models is impressive, but far

from perfect. Therefore, the factual correctness of the images compared to the sentences

they were generated from is discussed here. The images were divided into three categories:

correct, partially correct and incorrect. In the correct images, what is described in the

sentence is clearly portrayed in the image. In the partially correct images, most of the

sentence is correctly portrayed, but some details are incorrect or not portrayed clearly. In

the incorrect images, what is shown in the picture is clearly not what is in the sentence.

This is summarized in Table 5.5.

Figure 5.1 shows illustrative examples. Figure 5.1a shows an incorrect image: the

gloves are described to be black but the image contains white gloves. Figure 5.1b contains

a correct image of a pink dress. Figure 5.1c shows a partially correct image, where the

jacket is said to be yellow, but in the image it is black as well as yellow. Lastly, Figure
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Correct 83

Partially correct 7

Incorrect 10

Table 5.5: Correctness of the images generated for the user study.

5.1d is also partially incorrect: the blouse is red but has black buttons, unlike the white

buttons in the description.

5.2 User study

In this section, the study meant to test the application will be discussed. First, the set-up

of the study and the process through which the students went within the study will be

discussed. After this, a small recap of the limitations of the generated data within the

study is given. Lastly, the resulting data from the study will be discussed.

5.2.1 Set-up and process

The study recruited 21 high school students majoring in Latin, of which 11 were 15 years

old and 10 were 16 years old. As the data was collected from minors, consent was received

from their parents. The students were divided into two groups, of which one practiced

the vocabulary using the setup as described and the other group acted as a control group

by playing the same game, but without the robot. In this group, the images were also

shown on a tablet, but the spoken sentences were played by the tablet. The set-ups of the

two groups are shown in Figure 5.2. The students were randomly assigned to these two

groups, resulting in a robot group of 10 students and a tablet group of 11 students. The

students were sent to the location of the study two-by-two by their teacher. First, they

took a written multiple choice test of the 20 vocabulary words as discussed in chapter 4, as

well as five color terms that often appeared in the descriptions. After about ten minutes,

the students moved into the classrooms where the study was set up. Here, they played

60 rounds of the game, with or without robot. This amounted to around 10 minutes of

practice. The content of these rounds was randomized and adjusted to the performance

of the student as discussed in Chapter 4. When a student indicated that the game was

finished, they took the same test as before practicing. Additionally, they filled in a small
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(a) Incorrect: These gloves are black. (b) Correct: The dress is pink.

(c) Partially correct: The waterproof jacket is yel-

low.

(d) Partially correct: The blouse is red and has

white buttons.

Figure 5.1: Correctness of generated images and their descriptions.
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questionnaire about their experience during the study and some basic demographic data.

The test that was used as pre- and post-test as well as this questionnaire are added to

the appendix. After this, they rejoined their class and were asked not to share anything

about the study with the students that did not yet participate. As this was a group of

native Dutch speaking students, the instructions as well as the test and questionnaire

were in Dutch.

The study ran during two separate class periods. After all the students had done the

study, the class was gathered for a debriefing and a small introduction on social robots,

and there was an opportunity to ask questions.

(a) Set-up of the study with the Furhat robot.

(b) Set-up of the study without the Furhat

robot.

Figure 5.2: Example of the set-up of the two groups of the study.

5.2.2 Results

In this section, the results of the user study will be discussed. This is divided into

three parts: (1) the evolution of the students’ scores between pre- and post-test, (2) the

difference in learning effect between the two groups and (3) the correctness of the student

model in comparison to the post-test scores of the students.

Learning effect

The learning effect on the Spanish vocabulary of the students in the user study can be

evaluated through the evolution in the students’ scores on the pre- and post-test. Figure

5.3 shows the evolution per student from the pre-test, at x-value 1, to the post test, at
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x-value 2, for the two groups. The y-axis shows the score out of 20, which corresponds

to the 20 vocabulary words. Each line in the graph represents one participant and shows

the evolution between their pre-test score (1) and their post-test score (2). The colors

that were questioned on the tests are not included in this graph. This graph shows a clear

increase in test scores for most of the students. It can also be noted that the ceiling effect

takes place in this data: many of the students achieved the highest possible score on the

post-test. This might mean that the students’ scores would have increased even more if

this had been possible. A relevant metric to assess the effectiveness of an educational

intervention is the normalized learning gain. It is calculated by dividing the learning

gain by the maximum possible learning gain. This metric was calculated for the pre- and

post-test scores of all students, and led to a mean normalized learning gain of 0.69, with

a standard deviation of 0.40.

(a) Evolution of scores in pre- and post-test of

group A - ROBOT.

(b) Evolution of scores in pre- and post-test of

group B - TABLET.

Figure 5.3: Evolution of students between pre- and post-test.

Figure 5.4 shows four boxplots of the scores of the students in pre- and post-test, for

both groups separately. The boxplots show the minimum and maximum value through

the whiskers, the first and third quartile through the boundaries of the box, the second

quartile or median through the line in the box and the mean through the cross mark.

Looking at these plots, a clear increase in score can be seen. The ceiling effect is also

apparent here, which is indicated by the boxes reaching the maximum score of 20.

To evaluate the learning effect of the application, the two-sided Wilcoxon signed rank
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Figure 5.4: Distribution of scores in pre- and post-test for students in the robot group

(blue) and the tablet group (orange).

test was performed on the pre- and post-test scores of all 21 students. This test shows

that there is a significant difference between the pre- and post-test scores (V = 5, p <

0.001, n = 21). Looking at Figure 5.4, it is clear that this difference corresponds to an

increase in the scores. It can be concluded that the use of the tutoring application led to

a significant learning effect.

Effect of robot

The use of the application was shown to have a significant learning effect for students of

both groups together. Now, the difference between both groups will be discussed.

In Figure 5.3, the evolution per student is shown for both groups. No immediate

difference between these two graphs can be seen. In Figure 5.4, the distribution of post-

and pre-test scores is shown for the two groups. The graph shows that the student in the

tablet group started with a lower score in general, and also seemed to attain a lower score

on the post-test. The ceiling effect makes it difficult to draw conclusions from this graph,

as many of the students obtained the highest score.

To check for a difference between the two groups, the Wilcoxon rank sum test (also

known as the Mann-Whitney U test) was performed on the differences between pre- and

post test for the students in both groups. This test showed no significant difference
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between the difference in pre- and post-test scores of the two groups (W = 55, p = 1, n1 =

10, n2 = 11). Here, the normalized learning gain is also a relevant metric to assess the

effectiveness of the educational intervention, with and without robot. The normalized

learning gain of both groups was calculated, after which the Wilcoxon rank sum test

was performed on this metric. This test showed no significant difference between the

normalized learning gain of both groups (W = 59.5, p = 0.7656, n1 = 10, n2 = 11).

From these result, it can be concluded that the presence of the Furhat robot when

playing the proposed game has no significant effect on the learning effect of students.

Student modeling

During the game, the content of the next round is based on the estimation of the student’s

skill by the BKT student model. One of the outputs of the BKT-model is the prediction

of the correctness of exercises on the words within the vocabulary list. If the student

model is a correct representation of the student’s knowledge, this prediction at the end

of the tutoring should correspond to the students’ performance on the post-test taken

right after. Important to notice here is that the student model bases its prediction on the

exercises within the lesson, and that the exercises within the test are of a different form.

This might impact the performance of the predictions.

Figure 5.5 contains a visual representation of the BKT predictions and the actual post-

test answers for the two groups. The x-axis contains the probabilities generated by the

BKT-model. The y-axis shows the individual students. Per student, there are 20 dots in

the graph. Each of these dots corresponds to a word in the vocabulary list. The location

of the dots on the x-axis represents the BKT-models prediction on the probability that

this student would answer an exercise on this vocabulary word correctly. The color of

the dot indicates whether the student answered the exercise corresponding to this dot

correctly on the post-test, with a green dot showing a correct answer, and a red dot an

incorrect answer. If the BKT-model would produce perfect predictions, all of the red dots

would be located at the left side of the graph and all of the green dots would show up on

the right. By looking at these graphs, an obvious pattern does not immediately appear.

In order to draw conclusions about the correctness of the BKT predictions, some sta-

tistical tests were performed. The predictions of the BKT-model on words whose exercises

were answered correctly on the post-test were compared to the ones whose exercises were

answered incorrectly. Looking at Figure 5.5, this corresponds to comparing the position
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(a) Correctness of BKT prediction of group A - ROBOT.

(b) Correctness of BKT prediction of group B - TABLET.

Figure 5.5: Results of BKT student model. The x-axis shows the prediction of the student

model, the y-axis shows the different students and the colors show the correctness of the

answer in the post-test.
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Train Test

Accuracy 78.3% 65.5%

Precision 19.7%% 16.7%

Recall 39.4% 30.8%

F1-score 26.3% 21.6%

Table 5.6: The relevant metrics for the performance of the BKT-model.

on the x-axis of the green dots and the red dots. If the predictions are good, these posi-

tions should come from a significantly different distribution. To test this, the Wilcoxon

rank sum tests was performed on the data of the robot group, the tablet group and of both

groups together. When performed on the robot group, the test lead to insignificant differ-

ences in the distributions (W = 2012, p = 0.2103, n1 = 181, n2 = 19). When performed on

the tablet group, the test lead to a significant difference (W = 3817, p = 8.002E−05, n1 =

193, n2 = 27). When the test was performed on the data of both groups together, a

significant difference was found (W = 11663, p = 6.228E−05, n1 = 374, n2 = 46).

It is not obvious to draw conclusions from these statistical tests, but, as the model is

used for predictions, it is more useful to look at the accuracy of these predictions. This

can be done by fitting a linear classifier on the predictions of the BKT, and to compare

the outcome of this to the post-test values. Important to note is that there is a strong

class imbalance here: on the post-test, there are many more correct answers than incor-

rect ones. Because of this, the linear model used here is a logistic regression model with

balanced class weights. The data is divided into a train and test split of 80/20 and the

model is then fit on the training data. This leads to a prediction boundary of 0.7060415:

a BKT prediction of at least this value is predicted to lead to a correct answer, and ev-

erything below this value is predicted to be answered incorrectly.

In Table 5.6, the relevant metrics for the performance of the predictions of the BKT-

model are reported. First, the accuracy is reported, but as the classes are strongly imbal-

anced, the more relevant precision, recall and F1-score are also given. These metrics are

calculated with incorrect answers as positive label, as this is the minority class.
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Table 5.7: Confusion matrix of the predictions of the BKT-model after applying a linear

classifier, with c and i meaning correct and incorrect.

In Table 5.7, the confusion matrix for the BKT predictions is given. The columns

represent the predicted value, where c means it was predicted to be answered correctly and

i incorrectly. The rows represent the true value of the correctness of the students’ answers

on the post-test, with the same meaning for c and i as before. As this table indicates, the

model incorrectly predicts 20 exercises to be answered incorrectly, and incorrectly predicts

9 exercises to be answered correctly, while only four of the true incorrect answers were

predicted accurately. This in combination with the low F1-score in Table 5.6, indicates

that the predictive power of the BKT-model was not satisfactory.
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Conclusion

Starting this chapter is a discussion of the most important results, including their short-

comings. Then, in the section on future work, the possible extensions and improvements

on this master’s dissertation will be presented. In the last section, the conclusion follows.

6.1 Discussion

In the first part of Chapter 5, the generated data was discussed. In the generated sen-

tences, the translations and the generated images, mistakes or imperfect results occurred.

This is to be expected, as all of these things were generated using a model without any

feedback loop present: there was no check on the appropriateness of the sentences and

images or on the correctness of the translations. The text-to-image model and the LLM

were used through prompt engineering. These models have very impressive performances,

but they were not trained or fine-tuned on this specific application. Still, looking at the

numbers in Chapter 5, their performance was quite good.

Of the generated translations, 95% were evaluated as correct and natural translations,

with only 3% of the translations being marked incorrect. The evaluation of the generated

sentences on the four criteria resulted in scores all between 4 and 5 out of 5, with only one

being below 4.5. Of the generated images, 83% were evaluated to be factually correct,

and 7% were evaluated to be partially incorrect. These results seemed to be sufficiently

good for a clear learning effect as measured in the user study.

The learning effect of the two groups of students was shown to be statistically signif-

icant. When looking at the results of the students on both tests shown in Figure 5.3, it

can be seen that almost all students have a clear increase in score after practicing with

57
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the proposed application. In both groups, one student has a lower score on the post

test, twice with a difference of one. A reasonable explanation for this is that the student

guessed correctly on some questions in the pre-test, as this was a multiple choice test,

and did not have such luck on the post-test. Looking at these graphs and the statistical

results, the first research question as proposed in Chapter 1, can be answered: using the

proposed tutoring system has a significant learning effect on the students’ second language

vocabulary acquisition.

The second research question was about the effect of the presence of the social robot

during the lesson. As was shown in Chapter 5, there was no statistically significant

difference on the increase in scores between the two groups. A possible explanation for

this is that the game in its simplified form, as discussed in Chapter 3, did not resemble a

natural social interaction closely enough for the positive effect to appear of social robots

that has been shown in other research. This could be further investigated through the

implementation of the original game idea, where there is a true visual conversation about

the images and both the student and the robot can take on both roles. If the above

explains the lack of difference between those groups, it is reasonable to expect that this

advanced kind of game would introduce a difference in learning effect on account of the

robot.

To implement such an extended game, there are some technical requirements. Well-

functioning text-to-speech is necessary, specifically for people who do not master the

language they are speaking, as this is the target group for this application. Next to this,

the content spoken by the robot must be generated. In a conversation about images, this

is mostly visual question generation and answering, as well as image captioning. All of

these are a part of the field of visual conversation, as discussed in Chapter 2. Progress in

these two fields, in combination with the LLMs and text-to-image that were already used

here, could lead to an interesting and successful form of second language tutoring with

social robots and generative.

Another result that was discussed in Chapter 5, is the output of the BKT-model as

prediction for the scores on the post-test. Here, it was concluded that the final values of

the BKT-model were not good for predicting the correctness of the answer on the relevant

exercise. To explain this result, there are two possibilities to consider. It could be that

the BKT-estimates were never correct, not during the game either, or it could be that the
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predictions of the performance in the game did not translate very well to the post-test.

The second option is relevant to consider, as the students’ skills were tested in a very

different way in the post-test, than they were during the exercises of the game. First of

all, in the game, the words were spoken out loud (and then shown on the screen after the

exercise), while in the post-test they were written out. Secondly, the post-test asked for a

translation, while translations never occurred in the game, as only the connection between

the foreign language word and images of the object was trained. These differences might

result in the bad predictions of the student model.

The other option is that the BKT-models predictions were never accurate, not even

during the game. This could be due to the parameter choices. For example, letting the

pre-test influence the initial estimates of the student model might have strongly increased

the performance of the model. The other parameters, such as the guess, slip and learn

probability might have also caused the insufficient performance, as they were not trained

on this specific game but based on values from literature. This could be verified by train-

ing these parameters on part of the data gathered in the user study, and validating of

the performance increase on the other data. Another approach could be to look at the

accuracy of the predictions made during the game. This was considered out of scope for

this master’s dissertation. Another possible influence on the performance of the student

model is that, as the vocabulary list contained 20 words, each of these words did not occur

very often in the game. Longer game play might have led to increased performance, as

more data would have been available.

Another limitation to consider about the proposed application as it is presented now,

is that there are strong restrictions on what words can be used in the vocabulary list.

The words used here, within the theme of clothes and accessories, all represent objects

that can be represented visually and are very easy to recognize. Especially in the earlier

stages of learning a language, many of the words that are taught fall into this category,

but as the student’s knowledge of the language progresses, more abstract concepts must

be taught. The tutoring system as it is presented here might not suffice for learning these

words. Also interesting to note is that the proposed application can only be used to teach

nouns and adjectives. Due to the static nature of generated images, it is harder to express

actions, relations and verbs. An extension of the system to include videos might ease this

restriction. The current limited vocabulary that can be taught introduces a limitation
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in the usefulness and the width of the applicability of the tutoring system. Despite of

this, there are a lot of words that can be represented visually, for which this application

is still useful. It might be that student gain implicit knowledge when practicing with the

proposed application, such as the grammatical structure of the target language and its

pronunciation, but this needs to be investigated.

6.2 Future work

As discussed in the previous section, the data that was generated was presented to the

user without some sort of feedback or revision of the quality. This led to a small per-

centage of the data being suboptimal. This also means that there was no real control on

how difficult the game was, and that the level was determined through extensive testing

beforehand, but was locked during the game, except for the adaptations based on the

student model. An interesting improvement on the application would be to implement

this kind of feedback loop, where the generated descriptions are checked for appropri-

ateness and difficulty before they are passed to the text-to-image model, after which the

generated images are checked on how much they correspond to the given description.

Another suboptimal result was the prediction accuracy of the BKT-model on the post-

test scores. As discussed in the previous section, there are some ways to investigate and

improve this result. The first step here would be to further investigate the gathered data

to see if the student model predictions were accurate during the game itself. If this is

not the case, the BKT-model parameters could be improved by training them on the

gathered data, which should lead to better results if the study would be repeated. If the

model predictions were good during the game, it would mean that the way of testing the

students’ knowledge after practice was not representative for the way the vocabulary was

practiced. Then, if the study were to be repeated, this test should be adjusted to be

more similar to the game. This could mean that the words are spoken out loud and their

meaning is shown using pictures instead of translations.

An interesting extension relates to the limitation of what words can be used, as dis-

cussed in the previous section. In this master’s dissertation, all vocabulary words used,

during development, testing and the user study, represented objects or animals that could
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be shown. It might also be possible to use different classes of words, such as prepositions

of spatial relationships between words (on, under, next to, above, ...) or tenses of verbs

(he is running, he has run, ...), but this is only possible if the used generative models have

sufficient performance on these details. To correctly picture these spatial prepositions or

verb tenses, some reasoning is necessary, which might be too difficult for the text-to-image

model. Further investigation on the use of these kinds of word classes within the tutoring

system is necessary and might lead to interesting results.

As mentioned in earlier chapters, one of the advantages of using AI-generated content,

is that this content can be adjusted to the student. As the content used in the user study

was generated beforehand, this was not possible here, so an interesting extension could

be to personalize the game to each student. A way of doing this that was investigated

in the beginning of this master’s dissertation is to ask a question about the interests of

the student before the start of the lesson, and use this info as the theme in which the

words are shown. For example, if the student would say that they really liked animals,

and the vocabulary list provided by the teacher was about sports, the generated images

could picture animals playing the different kinds of sports, by adding the extra info to the

prompts of the generative models. After some more research on how exactly this could

be done, this could form an interesting extension to the application.

A final extension that could be done is to return to the initial idea of the game,

as discussed in Chapter 3. Here, the game consists of a full visual conversation about

a set of images, where one of the players must try to find out which image they are

talking about. Then, both roles of the game could be fulfilled by the student and the

robot in an alternating way. With this game, the student would not only be passively

practicing their listening skills, but also practice their speech. As this more complex

version of the game would lead to a more natural social interaction, this could lead to a

noticeable positive influence of the presence of the social robot, while this was not the case

in the current version of the game. Nevertheless, the implementation of the full visual

conversations within the game requires advances in speech recognition technology and

much more research on what models could be used and in what way, but it is a promising

extension.
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6.3 Conclusion

The tutoring system proposed in this master’s dissertation enables students to practice

vocabulary of a second language with a social robot, where all content is AI-generated.

The application is visually grounded, using pictures to represent the vocabulary words, so

no translation to the students’ mother tongue is necessary. The content of the application

is AI-generated in real time, so no two rounds have to be the same. The descriptions are

generated using a large language model, and are then fed to a text-to-image model to

generate the visual content.

The robot acts as a tireless tutor, so it can be used as support for teachers, providing

the students with more one-on-one practice. The implementation of this tutoring appli-

cation was discussed, as well as the results of a user study performed with a group of high

school students. The study showed a clear learning effect of the students after playing

the proposed game. A control group that used the application without the presence of

the social robot showed a similar learning effect, and there was no statistically significant

difference between the two groups. There are many possible extensions and improvements

of the application, that show great promise for a way to allow social robots to help in the

classroom with second language tutoring.

Much of the technology used in this application is very new, with improvements con-

stantly arising. The generated data is not yet consistently of high enough quality, as the

generated images still contain mistakes, the translations are not perfect and the large

language models do not follow instructions perfectly yet, but it can be expected that

these flaws will become less frequent with improving technology. As this happens and

text-to-speech technology improves, social robot tutors fully driven by generative AI can

become a useful and supportive addition to the classroom.
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Appendix A

The multiple choice test used as pre- and post-test for the students in the user study.



Duid de juiste Spaanse vertaling aan 
Vergeet de achterkant niet. 

Kleding en accessoires

1. t-shirt   
o pantalón  
o falda  
o chaqueta  
o sombrero  
o camiseta 

2. blouse   
o blusa  
o camisa  
o impermeable  
o falda  
o vestido 

3. overhemd   
o camisa 
o abrigo  
o pantalón  
o sombrero  
o zapatos 

4. jurk   
o abrigo  
o bufanda  
o pantalón  
o vestido  
o calcetines 

5. rok   
o impermeable  
o zapatillas  
o falda  
o bufanda  
o zapatos 

6. broek   
o bufanda  
o impermeable  
o pantalón  
o sombrero  
o chaqueta 

7. spijkerbroek   
o falda  
o zapatos  
o guantes  
o impermeable  
o jeans 

8. jasje   
o chaqueta  
o sombrero  
o cinturón  
o bufanda  
o vestido 

 
 

9. jas   
o falda  
o abrigo  
o calcetines  
o jeans  
o chaqueta 

10. regenjas   
o falda  
o calcetines  
o vestido  
o blusa  
o impermeable 

11. sokken   
o chaqueta  
o calcetines  
o zapatos  
o abrigo  
o vestido 

12. laarzen   
o cinturón  
o chaqueta  
o jeans  
o botas  
o impermeable 

13. schoenen   
o cinturón  
o falda  
o chaqueta  
o blusa  
o zapatos 

14. sandalen   
o vestido  
o camiseta  
o sandalias  
o impermeable  
o bufanda 

15. sportschoenen   
o blusa  
o sombrero  
o chaqueta  
o zapatillas  
o bufanda 

16. sjaal   
o camisa  
o bufanda  
o falda  
o sandalias  
o zapatos 

 
 



17. hoed   
o bufanda  
o jeans  
o guantes  
o sombrero  
o camisa 

18. handschoenen   
o zapatos  
o guantes  
o botas  
o impermeable  
o bufanda 

19. riem   
o camiseta  
o zapatillas  
o cinturón  
o vestido  
o guantes 

20. tas   
o guantes  
o abrigo  
o botas  
o bolso  
o zapatillas 

Kleuren 

1. blauw 

o blanco 

o amarillo 

o rojo 

o negro 

o azul 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. rood 

o blanco 

o amarillo 

o rojo 

o negro 

o azul 

3. zwart 

o blanco 

o amarillo 

o rojo 

o negro 

o azul 

4. wit 

o blanco 
o amarillo 

o rojo 

o negro 

o azul 

5. geel 

o blanco 

o amarillo 

o rojo 

o negro 

o azul 
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Appendix B

The questionnaire about the experience of the students during the user study and some

demographic data.



Vragenlijst ervaring 

1. Wat is je leeftijd?     ……………. 

2. Wat is je gender? 

o Man 

o Vrouw 

o Ander: ………………….. 

o Dat zeg ik liever niet 

3. Hoe goed schat je je Spaans in? Geef een getal van 0 (ik spreek geen Spaans) tot 5 

(Spaans is mijn moedertaal). 

 

 

4. Heb je ooit al eens Spaans geleerd? Indien wel, waar, van wie en hoeveel?  

 

 

 

5. Wat vond je van het spelletje? Was het gebruiksvriendelijk? Was het duidelijk wat je 

moest doen? 

 

 

 

6. Het thema was ‘kleding en accessoires’. Vond je dit interessant? Waren dit woorden 

die je graag wou leren? 

 

 

 

 

7. Als je het spel met de robot gespeeld hebt, wat vond je van de robot? 

 

 

 

 

8. Heb je nog opmerkingen? 




