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Abstract

Dengue, a mosquito-borne viral disease, poses a significant global health threat, particularly in
tropical and subtropical regions. With an increasing incidence and geographic spread, effective
vaccination strategies are crucial for mitigating its impact. This dissertation explores the use of
multi-objective multi-armed bandit (MOMAB) algorithms to identify optimal vaccine allocation
strategies for the mitigation of dengue epidemics, balancing medical efficacy and monetary costs.

The research investigates whether MOMAB algorithms can efficiently pinpoint a subset of op-
timal vaccination strategies based on stochastic simulations. By extending the 2009 Recker et
al. dengue model to incorporate vaccination strategies and age heterogeneity, we simulated the
effects of 53 different strategies. The simulations included Gaussian noise to reflect real-world
unpredictability, aligning with the stochastic reward functions used by MOMAB algorithms.

We adapted several MOMAB algorithms for Pareto front identification (PFI), and also propose
a completely novel Top-two Pareto Front Thompson Sampling (TTPFTS) algorithm for the PFI
setting. To evaluate the quality of the recommendations made by the considered algorithms,
we developed three metrics: the Bernoulli metric, the Jaccard similarity metric, and the Hy-
pervolume metric. Testing across 100 experimental repetitions with a limited budget of 30,000
arm pulls revealed that the Pareto UCB1, TTPFTS, and Pareto Thompson Sampling algorithms
consistently performed excellently in terms of efficiency and stability, drastically outperforming
the currently used Uniform Sampling method.

The findings demonstrate that PFI MOMAB algorithms are effective in identifying optimal vac-
cination strategies for dengue mitigation in a sample-efficient manner. This research contributes
to the optimization of vaccination programs, providing a robust decision-making framework for
public health officials facing the challenge of dengue epidemics. The study underscores the po-
tential of MOMAB algorithms to enhance strategic deployment of vaccines, ultimately improving
disease management and control.
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Chapter 1

Dengue

1.1 Current global situation

Dengue is a major disease transmitted by mosquitoes, impacting tropical and subtropical regions
worldwide. It poses a serious public health threat, with 3.6 billion people at risk and over half a
million individuals requiring hospitalization annually [24].

The incidence of dengue has increased 30-fold over the last 50 years, with the virus and its vectors
expanding geographically [24]. Specifically in the last year, a notable surge was observed in the
Americas. By April 2024, this region had already surpassed seven million cases, exceeding the
previous annual peak of 4.6 million cases in 2023 [192]. Current estimates indicate that up to
one third of the worlds population could be at risk of acquiring the disease [32, 191].

As of April 30, 2024, the World Health Organization (WHO) has reported over 7.6 million cases
of dengue globally this year, with 3.4 million confirmed cases, more than 16,000 severe cases,
and over 3,000 deaths [192]. Currently, active dengue transmission has been documented in
90 countries for 2024, although not all cases are formally reported. Many endemic countries
lack robust detection and reporting systems, resulting in likely underestimations of the global
burden of dengue [192]. To enhance global surveillance and monitor disease trends, the WHO has
launched a comprehensive dengue surveillance system with monthly reporting across all regions,
accessible through a new live dashboard1.

1.2 Transmission and medical implications

The transmission of dengue is determined by a series of complex interactions between the virus,
the mosquito vector, the human host, and environmental factors. The dengue virus (DENV)
that causes the disease is an arbovirus for which there exist four related but distinct genetic
variants called serotypes (DENV-1 to DENV-4) [5, 177, 36, 181]. The virus is a mosquito-
borne, positive single-stranded RNA virus of the Flaviviridae family (genus Flavivirus). The
virus is mainly spread by the Aedes mosquito, a mosquito that is active during the day and
reproduces in stagnant water, such as in water containers. These mosquitoes have adapted

1https://worldhealthorg.shinyapps.io/dengue_global/
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Figure 1.1: Number of dengue cases (by region), deaths as a result of dengue infection, and
average case fatality rate per year between 2014 and 2024. Data retrieved from the WHO at
https://worldhealthorg.shinyapps.io/dengue_global/.

to urban environments and are highly efficient in transmitting dengue virus [17]. Urbanization,
globalization, and lack of effective mosquito control have led to increased dengue epidemics [120].

Socio-economic variables, including education level, housing conditions, and urban infrastructure,
are associated with increased dengue risk [108]. Environmental factors such as temperature, pre-
cipitation, and mosquito breeding sites also play a crucial role in dengue transmission dynamics
[108].

Dengue infection presents itself in various clinical forms, ranging from asymptomatic to mild
disease [74, 180]. It is typically characterized by an acute feverish viral illness, often accompanied
by symptoms such as headaches, bone or joint pain, and muscle discomfort [191, 74, 180]. In
more severe cases, it can lead to a potentially life-threatening state [191, 74, 180], or dengue
shock syndrome, marked by intense internal bleeding, and a significant decrease in platelet count
[180]. Typically, primary dengue infection is less likely to cause severe symptoms. However,
a subsequent infection with a different serotype significantly increases the risk of progressing
to a more severe form of the disease [165, 161, 156, 77]. People who have been infected with
one serotype of the virus acquire a lifelong immunity against that specific homologous serotype.

https://worldhealthorg.shinyapps.io/dengue_global/
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Figure 1.2: Global dengue situation: Confirmed cases between January and July of 2024 per
geographical region.

However, the immunity they develop against other heterologous serotypes is only temporary [180].
As this temporary cross-protection diminishes, individuals encountering a secondary infection
with a different dengue virus serotype face an increased risk of developing severe illness because
of the antibody-dependent enhancement (ADE) phenomenon [165, 159, 150, 44, 149, 80, 75,
48]. The ADE theory suggests that when a secondary dengue infection occurs with a different
serotype, it is identified by the antibodies created during the initial infection. However, instead
of neutralizing this new strain, the existing antibodies inadvertently assist in exacerbating the
infection. This phenomenon, which leads to an increased severity of the disease, is used to explain
the cause of more severe dengue cases [165, 31, 76]. Numerous studies have shown that this effect
induces higher viral loads in patients, increasing infectiousness [174, 99, 73, 178].

1.3 Treatment and vaccination

Dengue infection lacks a targeted treatment [192]. Supportive care suffices for uncomplicated
cases of dengue, but severe cases necessitate hospital admission. Dengue diagnosis and manage-
ment are challenged by overlapping clinical features with other diseases, such as COVID-19 [172]
and other influenza-like illnesses.

Given the unique challenges posed by dengue, the development of vaccines is geared towards
creating a tetravalent vaccine. This vaccine aims to offer lasting protection against all four
dengue virus serotypes. The development of a dengue vaccine that is safe, efficacious, and
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affordable, and that protects against all four strains would be a major breakthrough in disease
control. Such a vaccine could play a crucial role in decreasing the transmission of the disease and
reducing mortality rates [5]. Numerous potential tetravalent vaccines are currently in different
phases of development [49, 184]. Two tetravalent dengue vaccines have successfully finished phase
3 clinical trials: Dengvaxia [39, 176, 78], created by Sanofi Pasteur, which is now authorized in
over 20 countries, and DENVax [28, 142], developed by Takeda Pharmaceutical Company.

In April 2016, the World Health Organization’s Strategic Advisory Group of Experts (SAGE) on
Immunization advised the administration of the Dengvaxia vaccine for individuals aged between
9 and 45 years in areas with high disease prevalence. This recommendation was based on a
mathematical modeling study assessing the vaccine’s impact [5, 188, 189]. Mass vaccination
campaigns were launched in the Philippines and Brazil, where around 1 million children and
adolescents received the Dengvaxia vaccine without testing for prior infection. It was observed
that Dengvaxia led to an increased incidence of severe dengue cases requiring hospitalization
in children who had not previously been exposed to the virus (seronegative) [78], compared
to similar children who did not receive the vaccine. The risks associated with administering
Dengvaxia have been widely debated and analyzed [82, 9, 81, 10, 13]. After evaluating long-
term safety data [164], the WHO issued a revised recommendation [190]. This new guideline
suggests conducting a screening test prior to vaccination to ensure that only individuals who
have previously been exposed to the virus (seropositive) receive the vaccine [184]. The DENVax
vaccine demonstrated a more balanced efficacy in preventing dengue disease and hospitalizations
between those who had never been exposed to the virus and those who had [27, 29]. However,
similar to the observations with Dengvaxia, the serostatus of an individual before vaccination
remains a key factor in determining the vaccine’s effectiveness [143, 5]. Recent findings indicate
a gradual decline in the protection offered by the vaccine over time [143, 11]. Consequently, it is
essential to maintain long-term surveillance, involving thorough monitoring of individuals who
received the DENVax vaccine during phase 3 trials.



Chapter 2

Epidemiological modelling

Epidemiological models, including compartment models and individual-based models, play a
crucial role in examining the effects of preventive measures in silico [65, 25, 111]. Although
individual-based models typically exhibit greater complexity and higher computational demands
compared to compartment models, they offer a more precise assessment of preventive strategies
[55]. To fully leverage these advantages and ensure the practical application of individual-based
models, it is vital to optimize the use of available computational resources [111].

In the literature, preventive strategies are typically assessed by simulating each strategy an equal
number of times [64, 59, 42]. However, this method is inefficient for identifying the optimal pre-
ventive strategy, as it consumes significant computational resources exploring suboptimal options
[111]. Moreover, there is no consensus on the required number of model evaluations per strategy
[185], and research indicates that this number varies with the complexity of the evaluation prob-
lem [111]. It is also important to recognize the necessity of planning epidemiological modeling
experiments and specifying a computational budget in advance.

Given that running an individual-based model is computationally intensive, ranging from min-
utes to hours depending on the model’s complexity [111, 110], minimizing the number of required
model evaluations significantly reduces the total time needed to assess a set of preventive strate-
gies. This makes the use of individual-based models feasible in studies where it might otherwise
be computationally impractical [111, 110]. Additionally, reducing the number of model evalua-
tions frees up computational resources in studies that already utilize individual-based models,
allowing researchers to explore a broader set of model scenarios [111, 110]. This is crucial, as
considering a wider range of scenarios enhances the confidence in the overall utility of preventive
strategies [193].

This need for sample efficiency in epidemiological modeling underscores the importance of opti-
mizing the allocation of computational resources. To address this challenge, techniques from the
field of reinforcement learning offer promising solutions.

6



Chapter 3

Objectives and organization of
this dissertation

3.1 Objectives

The objective of this dissertation is to contribute to the decision making process of selecting
optimal vaccination strategies for the mitigation of dengue epidemics. To this end, a reinforce-
ment learning approach is applied to address the need for sample-efficiency when investigating
mitigation policies in epidemiological models.

Techniques from the field of reinforcement learning have already been applied to improve sample
efficiency in optimization problems in various fields when the evaluation or simulation of strategies
is computationally expensive. Examples include the optimization of power delivery and turbine
life span in wind farms [96], and optimal planning of route choice with respect to individual
travel time and overall system efficiency [47]. Other applications of reinforcement learning for
finding optimal strategies that have been developed over the last years include traffic signalling
[91], bidding and pricing [106], and intelligent manufacturing [109].

In recent years, reinforcement learning techniques have also already been applied to the identifi-
cation of optimal mitigation strategies for various epidemics. Notable examples within this epi-
demiological setting include the use of single-objective multi-armed bandits (MABs) to efficiently
evaluate influenza mitigation strategies [112, 111, 110], the use of Proximal Policy Optimization
and Deep Q-Networks to evaluate school closure policies for the mitigation of influenza epidemics
[110, 113], and the application of deep multi-objective reinforcement learning to learn a set of
optimal deconfinement strategies for the mitigation of COVID-19 epidemics [141].

While dengue epidemics provide a particularly challenging and relevant setting, reinforcement
learning techniques have not yet been employed to identify the optimal vaccination strategies
to mitigate them. In this dissertation, a novel technique is contributed to evaluate vaccination
strategies for the mitigation of dengue epidemics as a fixed budget multi-objective multi-armed
bandit (MOMAB) Pareto-front identification (PFI) problem. As would be the case for uniform
evaluation, the choice of budget is left to the decision maker, as we study a framework that works
independently of the selected budget. The novel setting proposed in this dissertation is inspired
by, and builds upon the use of single-objective MABs for the mitigation of influenza epidemics

7
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from [112, 111, 110], extending it to the realm of multi-objective reinforcement learning inspired
by [141], and applying it to dengue epidemics.

To this end, the first main research question that is examined in this dissertation is whether
MOMAB algorithms for the PFI setting can be used to identify the subset of optimal vacci-
nation strategies for the mitigation of dengue epidemics, and the trade-offs between them, in
a sample efficient manner within the allocated budget, based on the output of computationally
expensive stochastic simulations. The identified subset of optimal vaccination strategies can then
be presented to the decision maker. Knowledge of the complete set of optimal preventive strate-
gies, and the trade-offs between them, helps them significantly in making an informed decision
about which strategy to implement. Note that the objective is not to learn the preferences of the
decision maker or to make any assumptions about their preferred strategies. Selecting the most
suitable vaccine allocation strategy from the subset of optimal vaccine allocation strategy is left
to the discretion of the decision maker, where they can use the output of the bandit algorithm
to support their decision making.

Both the extension to multi-objective reinforcement learning and the new application to dengue
epidemics present intriguing areas for study. In real-life scenarios, decision-makers typically need
to consider several potentially conflicting objectives. The example that will be studied through-
out this dissertation is the trade-off between the effectiveness of a vaccination strategy and the
monetary cost associated with its implementation. Although this dissertation focuses on two ob-
jectives, the proposed framework operates independently of the number of objectives, allowing
for evaluation with respect to other objectives as necessary. Furthermore, the adaptability of the
(multi-objective) multi-armed bandit framework for identifying optimal prevention strategies for
both influenza and dengue highlights one of its key strengths: general applicability. When mod-
eling infectious diseases, and when creating models in general, many setting-specific assumptions
about the underlying real-world processes are made. While these assumptions are necessary, as
models cannot be developed without them, they also serve the important function of making our
assumptions explicit, thereby encouraging rigorous reasoning. However, the bandit framework
works independently of the assumptions underlying the models, relying solely on the stochastic
outputs to learn the optimal strategies (arms). This characteristic enables the (multi-objective)
multi-armed bandit framework to identify optimal policies across a wide range of models, mak-
ing it a highly valuable area for study and the generation of new insights. Due to the general
applicability of the (multi-objective) multi-armed bandit framework, another primary objective
of this dissertation is to gain new insights into this framework and contribute to its development.

To summarize, the two main goals of this dissertation are:

1. To contribute to the decision making process of selecting optimal vaccination
strategies for the mitigation of dengue epidemics. To achieve this goal, a DENV
MOMAB setting will be proposed in Chapter 11 within which the sample-
efficiency and viability of various PFI MOMAB algorithms will be evaluated.

2. To study and gain new insights into the MOMAB framework, specifically within
the context of Pareto-front identification (PFI), and to contribute to its develop-
ment by proposing a completely novel PFI MOMAB algorithm in Section 10.3.
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3.2 Organization

Following this first introductory part that delineates this dissertation’s objectives and structure,
Part II provides background information on the most important concepts that are used through-
out the rest of the study. Chapter 4 aims to provide the reader with an introduction to the
modelling of infectious diseases, gradually building up the complexity by starting from the most
basic compartmental models and moving to stochastic and individual based models, as well as
meta-population models. In Chapter 5, the multi-armed bandit (MAB) framework is introduced,
giving the reader insight into both the regret minimization and the best-arm identification set-
ting as the distinction between these settings is of particular importance for Chapter 10. This is
achieved through the discussion of three MAB algorithms for both distinct settings. In Chapter 6,
the final chapter of Part II, the multi-objective extension of the MAB framework is introduced.

After thorough background has been provided in Part II, the study then moves on to the liter-
ature review in Part III. The first part of the literature review in Chapter 7 is dedicated to the
previous 13 years in developments in the modelling of dengue epidemics. In the second part of
the literature review, Chapter 8, the literature on MOMAB algorithms is studied. There, two
main categories of MOMAB algorithms are defined based on the current literature. The first
category of algorithms incorporates the user’s preferences, either by making assumptions about
them or by interacting with the user at runtime. The second category comprises algorithms that
strive to identify the entire set of Pareto optimal arms without considering the utility function or
preferences of the decision maker. In this study these are referred to as the preference-unaware
MOMAB algorithms. The literature on each of these classes of algorithms is subsequently dis-
cussed in Section 8.1 and Section 8.2. Section 8.2 also presents the reproduction and experimental
verification of four distinct preference-unaware MOMAB algorithms from the literature.

After the relevant literature has been reviewed, this dissertation’s methodological contributions
and the associated experiments and results are discussed in Part IV. Part IV is split into three
main chapters:

1. In Chapter 9, all contributions this dissertation makes within the field of dengue epidemio-
logical modelling are analyzed. The methodological contributions made within this domain
are threefold: in Section 9.1 the partial reproduction of the 2016 Ferguson et al. model is
discussed, in Section 9.2 we show the process of reproducing the 2009 Recker et al. model,
and in Section 9.3 the extension of the 2009 Recker et al. model with support for vaccina-
tion and age-heterogeneity is explained. Throughout these sections, various experiments
and their corresponding model outputs are visualized.

2. Chapter 10 deals with all contributions made to MOMAB framework with the aim of com-
pleting objective (2) of this dissertation. In Section 10.1, three performance metrics for
the MOMAB PFI setting are proposed: the Bernoulli metric, the Jaccard similarity met-
ric, and the hypervolume metric. These performance metrics are tailor-made to quantify
the quality of recommendations made by MOMAB PFI algorithms. Moving on from the
performance metrics, Section 10.2 discusses the reproductions of 9 variants of MOMAB
algorithms for the regret minimization setting previously presented in Section 8.2. Fur-
thermore, the adaptation of four of these algorithms to the PFI setting is explained. We
also benchmark the performance of these four algorithms adapted to the PFI setting with
respect to the previously proposed performance metrics. Finally, Section 10.2 also dis-
cusses a number of insights into the relations between the different (MO)MAB settings and
the algorithms designed to solve them. Last but not least, in Section 10.3, a completely
novel preference-unaware PFI MOMAB algorithm is proposed: Top-Two Pareto Fronts
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Thompson Sampling (TTPFTS). Apart from this methodological contribution, we also ex-
perimentally verify the performance of the novel TTPFTS algorithm compared to the four
other PFI MOMAB algorithms.

3. In Chapter 11, the novel DENV MOMAB setting proposed by this dissertation is pre-
sented. This setting was specifically developed to complete goal (1) of this dissertation.
In Section 11.1 the composition of various previously discussed elements of this study into
the experimental DENV MOMAB setting is discussed. This section represents a major
methodological contribution in which all previously made insights and results, into the
modelling of dengue epidemics and the MOMAB framework applied to the PFI setting,
are combined into a single experimental setup. Section 11.2 details the experiments con-
ducted using the described setup, and in Section 11.3 the obtained results are visualized
and analyzed, resulting in a number of interesting and valuable insights.

Following the extensive part dedicated to the numerous contributions, Part V is used to debate
a number of interesting observations made throughout this study, ruminate about possible fu-
ture work, and to reflect critically on the conducted research. Finally, Part VI concludes this
dissertation.
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Chapter 4

Epidemiological modelling

Epidemiology, deriving its name from the Greek words epi (“upon”), demos (“people”), and lo-
gos (“study”), is dedicated to understanding the distribution and determining factors of health-
related conditions within populations [119]. This discipline, often associated with Hippocrates,
the “father of epidemiology”, for his pioneering recognition of the relationship between diseases
and environmental influences [87], has evolved significantly since its inception. The formal ac-
knowledgment of epidemiology, particularly in the context of epidemics, was first documented
by the Spanish physician de Villalba in Epidemiologia Espanola from 1802 [119]. Despite ad-
vancements, infectious diseases like lower respiratory infections, HIV, and dengue continue to
pose major global health challenges.
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Figure 4.1: Overview of different epidemiological models: (a) A compartmental SIR model, (b)
a slightly more complex meta-population model, and (c) an even more complex and fine-grained
individual-based model. Reproduced from [110].

The mathematical modeling of infectious diseases, the focal point of this chapter, necessitates
the identification of a suitable epidemiological model structure. This choice is dependent upon

12
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various factors, including the nature of the pathogen, the pattern of social interactions, vec-
tor ecology, and the specific mitigation policies under consideration. A critical aspect of model
selection is its level of detail or granularity. For instance, compartment models simplify the pop-
ulation into discrete, homogeneous groups, facilitating the analysis of transitions between these
states [50]. Alternatively, individual-based models offer a detailed representation by simulating
each person and their interactions, thereby tracing the pathogen’s spread through the population
[186]. Bridging these approaches, meta-population models encompass a spectrum of structures
that cater to diverse public health questions, as illustrated in Figure 4.1. This chapter1 will
provide the reader with an introduction and insight into three primary modeling frameworks:
compartment models, individual-based models, and meta-population models.

4.1 Compartment models

4.1.1 SIR model

Compartmental models categorize a population into a limited number of states, or compartments,
allowing for interaction among them. Specifically, in the context of a pathogen that confers
immunity post-infection (e.g., pandemic influenza), the population can be divided into three
categories: susceptible individuals, those currently infected, and those who have recovered and
thus gained immunity. This framework, known as the SIR model, short for Susceptible-Infected-
Recovered, was first proposed by Kermack and McKendrick in 1927 [97]. Transition between
the Susceptible and Infected compartments is facilitated by the rate of infection, denoted as βχ,
where β represents the likelihood of infection and χ denotes the rate of contact. The rate of
recovery, symbolized by γ modulates the flow from the Infected compartment to the Recovered
compartment. This can be seen visualized in Figure 4.2

S RI
β𝜒 γ

Figure 4.2: A SIR model consisting of three compartments for susceptible (S), infected (I), and
recovered (R) individuals. Flow between compartments is modulated by the transmission rate
βχ and the recovery rate γ. Reproduced from [110]

.

The SIR model is particularly relevant for analyzing epidemics that emerge abruptly and conclude
within a short span, negating the need to account for demographic changes due to births and
deaths. Epidemics fitting this model include seasonal influenza, and the Ebola virus [110].

The SIR model can be mathematically represented as a system of ordinary differential equations
like the one in Equation (4.1).

Ṡ(t) = −βχS(t) I(t)
N(t)

İ(t) = βχS(t)
I(t)

N(t)
− γI(t)

Ṙ(t) = γI(t)

(4.1)

1For this chapter I drew significant inspiration from chapter 3 of Prof. Dr. Libin’s PhD thesis [110] as their
analysis of epidemiological modeling provided an excellent foundational framework.
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Here, β represents the probability of infection when a contact takes place between an infected
and a susceptible individual, χ is the rate at which contacts occur, and γ is the recovery rate,
with the following initial conditions,

S(0) > 0, I(0) > 0, R(0) = 0, (4.2)

and the total population N is defined as the sum of the number of people in each compartment:

N(t) = S(t) + I(t) +R(t). (4.3)

The definition of the SIR model in Equation (4.1) shows that each individual susceptible to

infection encounters χ persons each day, representing the contact rate. A portion I(t)
N(t) of these

contacts is infectious. The probability of transmission per contact, β, varies with the pathogen

and the transmission pathway. Therefore, the expression βχS(t) I(t)
N(t) quantifies the rate at which

susceptible individuals transition to the Infected compartment per unit of time. Subsequently,
those infected recover at a rate γ, signifying that γI(t) represents the flow of individuals moving
from the infected to the recovered compartment per unit of time [110]. A visualization of the
dynamics of a SIR model with transmission rate βχ = 0.2 and recovery rate γ = 0.1 can be seen
in Figure 4.3.
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Figure 4.3: The number of susceptible (S), infected (I), and recovered (R) individuals as a
function of time when considering a SIR model with βχ = 0.2 and γ = 0.1. The size of the
population N = 1000 and I(0) = 1. Reproduced from [110].

Moreover, Equations (4.1) to (4.3) highlight three foundational assumptions of this model. First,
it considers the population to be closed, disregarding any births, deaths, or migrations. Second,
it presupposes uniform mixing within the population, implying no significant variations due to
spatial or age-related factors. Third, it posits that at the beginning of an epidemic, the number
of infected individuals will rise exponentially, reflecting the initial rapid spread of the infection
under these assumptions [110].

The basic reproductive number, denoted as R0 in epidemiological models, is a crucial parameter
that quantifies the average number of secondary infections produced by a single infected indi-
vidual in a wholly susceptible population [110]. This metric is instrumental in understanding
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the potential spread and control of infectious diseases, as it signifies the initial rate of spread
of the epidemic [95]. To intuitively derive R0 from the SIR model, consider the dynamics of
transmission and recovery. The rate at which an infected individual contacts susceptibles and
potentially transmits the disease is represented by βχ where β is the probability of transmission
per contact and χ is the contact rate. The average duration an individual remains infectious is
the reciprocal of the recovery rate, 1

γ . Therefore, R0 can be conceptualized as the product of the

infection rate (βχ) and the infectious period ( 1γ ). Mathematically, this is expressed as:

R0 =
βχ

γ
(4.4)

This derivation from the SIR model underscores R0’s significance in gauging the initial spread
of an epidemic, where a value of R0 > 1 implies that the infection will likely propagate through
the population, while R0 ≤ 1 suggests that the outbreak will eventually subside [110].

The SIR framework can be adapted to address more sophisticated epidemiological questions
through two principal methods. Firstly (i), the introduction of additional compartments can en-
hance the model’s complexity by incorporating new dimensions or characteristics pertinent to the
disease’s transmission dynamics. Secondly (ii), duplicating the basic model can depict population
heterogeneity, reflecting variations in susceptibility, behavior, or other relevant factors.

The SIR model is formalized through a set of ordinary differential equations, as outlined in
Equation (4.1), which suggests a deterministic approach to system analysis. Nonetheless, for
forecasting purposes, stochastic models are often favored because they can incorporate random
variations and facilitate the assessment of uncertainty [98]. Additionally, acknowledging the
stochastic nature of epidemic spread is crucial for the assessment of intervention strategies [65].
Consequently, Section 4.1.4 will explore the methods by which the SIR model, along with other
compartmental frameworks, can be interpreted through a stochastic lens.

4.1.2 SEIR model

Numerous pathogens are characterized by a latency period during which individuals, though
infected, are not yet infectious. The SEIR model accommodates this aspect by incorporating an
Exposed (E) compartment into the SIR framework, introducing an additional transition, denoted
by ζ, the rate of latency, facilitating the progression from exposed to infectious states [110].
Figure 4.4 shows a representation of a SEIR model with the additional Exposed compartment
when compared to the SIR model.

S RI
β𝜒 γ

E
ζ

Figure 4.4: A SEIR model consisting of four compartments for susceptible (S), exposed (E),
infected (I), and recovered (R) individuals. Flow between compartments is modulated by the
transmission rate βχ, the latency rate ζ, and the recovery rate γ.

This expanded model, the SEIR model, is also articulated through a series of ordinary differential
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equations, detailed in Equation (4.5).

Ṡ(t) = −βχS(t) I(t)
N(t)

Ė(t) = βχS(t)
I(t)

N(t)
− ζE(t)

İ(t) = ζE(t)− γI(t)

Ṙ(t) = γI(t)

(4.5)

Here, β represents the probability of infection when a contact takes place between an infected
and a susceptible individual, χ is the rate at which contacts occur, γ is the recovery rate, and ζ
is the latency rate, with the following initial conditions,

S(0) > 0, E(0) > 0, I(0) ≥ 0, R(0) = 0, (4.6)

and the total population N is defined as the sum of the number of people in each compartment:

N(t) = S(t) + E(t) + I(t) +R(t). (4.7)

A visualization of the dynamics of a SEIR model with transmission rate βχ = 0.2, recovery rate
γ = 0.1, and latency rate ζ = 1 can be seen in Figure 4.5.
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Figure 4.5: The number of susceptible (S), exposed (E), infected (I), and recovered (R) individuals
as a function of time when considering a SEIR model with βχ = 0.2, ζ = 1, and γ = 0.1. The
size of the population N = 1000 and E(0) = 1. Reproduced from [110].

4.1.3 Age-heterogeneous SIR model

The SIR model presupposes homogeneous mixing among all individuals within the population, an
assumption that becomes implausible when evaluating policies such as school closures or vaccine
distribution, which necessitate consideration of age-specific interactions [110]. To integrate age-
dependent mixing into the SIR framework, one might divide the population into n distinct age
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categories, establishing a separate SIR model for each group. These age-specific SIR models
are subsequently interconnected to simulate the age-dependent mixing among the various age
cohorts [110]. Such a model can be formalised as a system of ordinary differential equations like
the one presented in Equation (4.8).

Ṡi(t) = −βSi(t)

n∑
j=0

Mij
Ij(t)

Nj(t)

İi(t) = βSi(t)

n∑
j=0

Mij
Ij(t)

Nj(t)
− γIi(t)

Ṙi(t) = γIi(t)

(4.8)

Here, β gives the probability that an infection will take place, γ is the recovery rate, and Mij

is the average frequency of contacts between individuals in age groups i and j [110], with the
initial conditions

Si(0) > 0, Ii(0) > 0, Ri(0) = 0, (4.9)

and the total size of a certain age group Ni within the population is given by the sum of the
number of individuals in each compartment for that age group:

Ni(t) = Si(t) + Ii(t) +Ri(t) (4.10)

Compared to the formalisation of the SIR model in Equation (4.1), it can be seen that the age-
heterogeneous SIR model presented here has a separate model for each of the age groups. For
each of these models, the χ term, representing the rate of contact, has been incorporated in a
weighted sum weighed by the average mixing frequency between age group i and j, Mij [110].
Information about the average mixing frequency between the model’s age groups can be gathered
through surveys [127].

The age-heterogeneous SIR model will be demonstrated through a reproduction of one of Sherry
Tower’s lectures [171], the same way as in [110]. In this lecture, the population is divided into
two age classes: children and adults. 25% of the population are children and 75% are adults.
The proposed model can be seen visualized in Figure 4.6. For this model, the exact equations
described in Equation (4.8) are used.

SC RCIC

SA RAIA

Figure 4.6: Age-heterogeneous SIR model with two age classes: children (C) and adults (A).
Mixing between age groups is indicated by the orange arrows. Reproduced from [110].

The following initial conditions are used for the system:

SC(0) = NC(0)− 1

SA(0) = NA(0)− 1

IC(0) = IA(0) = 1,

(4.11)



CHAPTER 4. EPIDEMIOLOGICAL MODELLING 18

and the contact matrix that descibes the average mixing between the two age classes M is given
by

M =

( C A

C 18 9
A 3 12

)
. (4.12)

Solving the system of ordinary differential equations and using the resulting functions to create
a plot of the prevalence of infection as a function of time yields the graph shown in Figure 4.7.
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Figure 4.7: Prevalence of infection in both children and adults as a function of time. The recovery
rate γ = 1/3 and the probability of infection β is calculated based on the R0 value, γ, and the
largest eigenvalue of the contact matrix M . Reproduced from [171].

4.1.4 Stochastic SIR model

Various methodologies have been developed for sampling trajectories within compartment mod-
els, among which the Gillespie algorithm stands as a notable technique [69]. This method con-
ceptualizes the epidemiological system as akin to a chemical mechanism, treating individuals as
reactants categorized by their compartmental affiliations, with transitions such as infection or
recovery modeled as chemical reactions. The Gillespie algorithm facilitates the generation of
precise stochastic trajectories for these reactions, employing Monte Carlo methods to ascertain
the subsequent reaction and its timing. The selection of a reaction is governed by the probability
proportional to the reactant count (i.e., the number of individuals available), and the time inter-
vals are determined by an exponential distribution defined by the aggregate reaction duration.
Although Gillespie’s initial proposition [69] was predicated on unchanging rates, subsequent en-
hancements have accommodated time-variant reaction propensities and delays [37, 19]. Despite
the algorithm’s capacity for exact trajectory sampling, its computational demands have spurred
the development of various adaptations, both for precise [19, 37, 68, 162] and approximate tra-
jectory generation [38, 18].

An alternative principal approach involves stochastic differential equations (SDEs). To derive
stochastic trajectories from a compartment model, the system of ordinary differential equations
(ODEs) is converted into a system of SDEs. This conversion, as elucidated by Allen et al. [16],
integrates noise terms for each transition within the original ODE framework, thereby incorpo-
rating stochastic elements into the model. For each transition (X → Y ) from compartment X
to compartment Y , with rate ξx(t), there is a noise term:√

ξx(t)X(t)Ẇ(X→Y )(t), (4.13)
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where Ẇ(X→Y )(t) is a Wiener process. This term is subtracted from the outgoing compartment
and added to the incoming compartment [110]. For demonstration, this process is applied to the
SIR model defined in Equation (4.1), resulting in the system of stochastic differential equations
in Equation (4.14).

Ṡ = −βχS(t) I(t)
N(t)

−

√
βχS(t)

I(t)

N(t)
· Ẇ(S→I)

İ = βχS(t)
I(t)

N(t)
+

√
βχS(t)

I(t)

N(t)
· Ẇ(S→I) − γI(t)−

√
γI(t) · Ẇ(I→R)

Ṙ = γI(t) +
√

γI(t) · Ẇ(I→R)

(4.14)

To simulate the system of stochastic differential equations (SDEs) and generate stochastic trajec-
tories, one can employ the Euler-Maruyama approximation method, as delineated in the works
of Allen et al. [16] and Rasmussen et al. [136]. The Euler-Maruyama method entails a process
where, for each compartment within the model, deterministic components are multiplied by a
small time increment ∆t, and stochastic components are scaled by the square root of this time
increment

√
∆t. Applying this method to the SDE system presented in Equation (4.14) results

in a series of simulation equations that facilitate the numerical approximation of the system’s
dynamics:

∆S = −∆t · βχSI
N
−
√
∆t

√
βχ

SI

N
· N (0, 1)

∆I = ∆t · βχSI
N

+
√
∆t

√
βχ

SI

N
· N (0, 1)−∆t · γI −

√
∆t
√

γI · N (0, 1)

∆R = ∆t · γI +
√
∆t
√
γI · N (0, 1)

(4.15)

4.2 Individual-based models

In compartment models, individuals are aggregated based on shared characteristics, such as
infection status or age group. Conversely, individual-based models distinctly delineate each
person and their specific attributes [110]. Within these models, individuals are interconnected
through networks that can be either static or dynamic, facilitating the simulation of epidemic
spread across these connections [110].

At its core, an individual-based model would explicitly track each person, cataloging their infec-
tion status as susceptible (S), infected (I), or recovered (R). A basic illustration of this concept
might involve arranging these individuals within a static network, as visually represented in
Figure 4.8.

While this rudimentary model focuses on a singular aspect of an individual, it is possible to
extend the model to encapsulate numerous attributes of both the individuals and their sur-
roundings. These attributes can range from those directly influencing the course of an infection,
such as infectiousness levels in influenza cases [41] or viral load in HIV infections [86], to those
affecting preventive measures, like vaccination status [42] or the usage of condoms [94]. Further-
more, factors influencing network dynamics, such as workplace locations [41] or an individual’s
propensity for concurrent sexual partnerships [157], can also be incorporated to enhance the
model’s complexity and realism.
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Figure 4.8: Visualization of a static network of individuals with their infection status: susceptible
(S), infected (I), or recovered (R). An epidemic can be simulated over this network by studying
the interactions between the nodes of the individual-based model.

Additionally, the network framework linking individuals can manifest as either static or dy-
namic. In static networks, the selection of a particular network configuration is influenced by
the transmission pathway, for instance, sexual contact networks are often found to be scale-free
[114]. Furthermore, these networks may exhibit overlapping characteristics; for example, dur-
ing daytime hours, adults might connect with colleagues while children attend school, whereas
evenings are typically reserved for familial interactions [70]. In contrast, dynamic networks re-
quire a mechanism for the dissolution and establishment of connections among individuals, as
exemplified by the approach developed by Schmid and Kretzschmar [157], which dynamically
constructs sexual networks by modulating ties in accordance with an individual’s propensity for
multiple concurrent sexual partnerships.

This exposition underscores the capability of individual-based models to dissect epidemic dy-
namics with remarkable granularity. Nonetheless, three significant considerations emerge. First,
there exists a direct correlation between the level of detail integrated into the model and its
computational demands [41]. Second, the development of such models necessitates a compre-
hensive understanding of the statistical distributions of various attributes. While certain data,
such as population distribution, are readily accessible via geographic information systems (GIS),
procuring data for other aspects, like zoonotic disease modeling, proves more challenging [110].
Third, the voluminous data produced by these models may complicate the extraction of insights
regarding the principal factors influencing model outcomes [23].

4.3 Meta-population models

Compartment models are known for their computational efficiency, necessitating the segmen-
tation of populations into broad categories. Conversely, individual-based models offer a more
detailed perspective but at the expense of increased computational requirements. To navigate
these trade-offs, meta-population models are often employed, particularly for simulating epi-
demic processes within a spatial framework [110]. Originally conceptualized within the realm
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of ecology by Hanski et al. [83], these models are designed to depict sub-populations that are
geographically distinct. An illustration of a basic meta-population model, featuring a separate
patch for four geographical locations in Belgium, is presented in Figure 4.9.
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Figure 4.9: Expansion of the age-heterogeneous SIR model with two age classes (children (C)
and adults (A)) proposed in Section 4.1.3 (a) to a meta-population model incorporating four
age-heterogeneous SIR models for four geographical locations in Belgium (b).



Chapter 5

Multi-armed bandits

In this chapter1, the concept of the multi-armed bandit (MAB) will be introduced. Intuitively
MABs can be compared with the slot machines, also known as one-armed bandits, that can
be found in casinos. In this analogy, the MAB is equipped with K arms, each denoted as ak,
where the actuation of a lever ak yields a stochastic reward rk [163, 175, 110]. This reward rk is
conceived as a realization from the reward distribution associated with arm ak [175, 110]. The
expectation of this reward, an unknown parameter, is represented as µk = E[rk] and denotes the
expected reward of lever ak. Multi-armed bandits can be adapted to encapsulate various problem
domains, with the optimization of cumulative regret (regret minimization) and the identification
of the optimal arm (best arm identification) being the most prominent applications [110].

The best arm a∗ of a MAB can intuitively be thought of as the arm with the highest expected
reward:

µ∗ = max
k

µk. (5.1)

Cumulative regret R
(T )
C on the other hand can be thought of as the overall difference between

the obtained rewards and the largest possible rewards that could have been obtained at each
timestep:

R
(T )
C =

T∑
t=1

µ∗ − µa(t) . (5.2)

In this equation defining the cumulative regret, µ∗−µa(t) is know as the instantaneous regret of
pulling arm ak at time t [175, 110, 163].

To effectively minimize cumulative regret within the multi-armed bandit framework, the intuitive
strategy would be to consistently select the optimal arm. However, the inherent challenge lies
in the fact that the identity of this optimal arm is not initially known, necessitating a phase of
exploration to ascertain the most rewarding arm. Yet, excessive exploration can paradoxically
augment cumulative regret [22], by diverting opportunities away from exploiting known profitable
arms. Therefore, the quintessential strategy for minimizing cumulative regret involves a judicious
balance between the exploration of untested arms and the exploitation of arms that are currently
understood to yield favorable rewards [163, 175]. This dynamic interplay between exploration

1For this chapter I drew significant inspiration from sections 2.1 and 2.2 of Prof. Dr. Libin’s PhD thesis [110]
as their analysis of MABs provided an excellent foundational framework.
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and exploitation is pivotal in devising effective strategies within the multi-armed bandit paradigm
[110].

In contrast to the challenge of minimizing cumulative regret, the field also explores the best-
arm identification problem, which focuses solely on pinpointing the most rewarding arm. This
problem falls under the broader category of pure-exploration problems, as described by Bubeck
et al. [33]. Approaches to best-arm identification vary, including strategies that operate within
a predetermined budget [21], those that make a decision upon reaching a specified confidence
level [56], and methods that offer a recommendation for the best arm at each time step [90]. The

primary aim here is to minimize the so called simple regret R
(T )
S [34] which can be defined as

follows:
R

(T )
S = µ∗ − µJ(T ) (5.3)

where µ∗ is the average reward of the best arm and µJ(T ) is the average reward of the recom-
mended arm J (T ) at time T [110].

5.1 Regret minimization algorithms

In this section, three popular MAB algorithms that are often applied within the context of
regret minimization will be discussed: ϵ-greedy, Upper confidence bound (UCB), and Thompson
sampling. Each of the algorithms is explained in detail and in order of increasing complexity,
aiming to provide the reader with intuition on the variety of ways bandit algorithms can handle
the exploitation-exploration trade-off.

Each of the algorithms is evaluated with respect to the cumulative regret using a running example.
In this example, a bandit with K = 31 arms is used. Each of the arms represents what happens
in a big population of potentially-sick individuals when vaccination strategies are implemented.
Pulling one arm maps, in the real world, to the infection of a couple of people, and the assignment
of vaccines to specific age groups. The reward given by the arm is computed from the total
amount of people who became sick in 2 or 3 years. For the purpose of this example, thousands
of outcomes for every arm have been generated and every time an arm was pulled, a random
sample was taken from the samples corresponding to the selected arm. To obtain results that
allow for a comparison of the different algorithms, each bandit was run for 10,000 steps, or arm
pulls. The obtained cumulative regret was then averaged over 100 runs of the experiment.

5.1.1 Epsilon-greedy

An effective strategy for addressing the challenge posed by the cumulative regret in multi-armed
bandit problems involves a predetermined allocation of the arm selection opportunities towards
exploration and exploitation [110]. This methodology is precisely encapsulated by the ϵ-greedy
algorithm, as delineated in Algorithm 1. Given that ϵ is generally small, it follows that the
algorithm predominantly (with a probability of 1 - ϵ) opts for the arm perceived to be superior
based on current estimations, thereby exploiting the available information [110, 107]. Conversely,
a selection is made randomly with a probability of ϵ, facilitating the exploration of other options.
It is important to note that the ranking of the arms is based on their empirical means, denoted

as µ̂
(t)
k . Although this technique may not represent the pinnacle of efficiency, its intuitive nature

and simplicity render it a popular choice in practical applications.

The algorithm necessitates the selection of a critical hyper-parameter, ϵ, which delineates the
amount of exploration used by the algorithm. The optimal setting of this parameter is not
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Algorithm 1: ϵ-greedy

Input: ϵ and a MAB with K arms
for t← 1 to +∞ do

amax = argmaxk µ̂
(t)
k

a(t) =

{
amax, with probability 1− ϵ

random element of {1, . . . ,K}, with probability ϵ

Play a(t) and observe its reward r(t)

Update µ̂
(t)

a(t) with r(t)

straightforward, as it is dependent upon the problem’s complexity. In Figure 5.1, we illustrate
the algorithm’s functionality for ϵ values of 0.01 and 0.1. It is observed that a minimal ex-
ploration setting (ϵ = 0.01) may lead to prolonged commitment to a suboptimal arm, thereby
accelerating the accumulation of regret. Conversely, a higher exploration rate (ϵ = 0.1) initially
mitigates regret accumulation; however, it perpetuates exploration even post the identification
of the optimal arm. This phenomenon is depicted in Figure 5.1, where the ϵ-greedy algorithm’s
performance at ϵ = 0.01, in terms of cumulative regret, is surpassed by its counterpart set at ϵ
= 0.1.
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Figure 5.1: The accumulation of cumulative regret for the ϵ-greedy bandit over 10,000 arm pulls
averaged over 100 runs, together with the 95% confidence interval around the mean. In this
specific setting, the bandit with a higher exploration rate of 0.1 (orange line) outperforms the
bandit with a lower exploration rate of 0.01 (blue line).

Such observations underscore two fundamental constraints associated with the conventional ϵ-
greedy approach. Firstly, it maintains a constant exploration rate, irrespective of the progression
of the algorithm [110, 175]. Secondly, the approach’s exploration mechanism is relatively rudi-
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mentary, as it resorts to uniform random exploration, disregarding the potential insights offered
by the empirical mean estimates which could highlight significant disparities among the arms
[110, 175]. These insights suggest a need for a dynamic exploration strategy, where the ex-
ploration rate diminishes over time, and exploration decisions are informed by the prevailing
uncertainties surrounding the mean estimates. In pursuit of an advanced solution, we proceed
to look at the Upper Confidence Bound (UCB) algorithm, as proposed by Auer et al. in 2002
[22], which addresses these limitations by incorporating a more nuanced exploration strategy.

5.1.2 Upper confidence bound

To balance between exploration and exploitation, the Upper Confidence Bound (UCB) algorithm
quantifies the uncertainty about the reward distribution of each arm [110, 147]. It does this by
maintaining a confidence bound of the following form for each arm:

B
(t)
k = µ̂

(t)
k + κ ·

√
ln(t)

n
(t)
k

(5.4)

Here, µ̂
(t)
k is the empirical mean of arm k, t represents the total number of times an arm has

been pulled, and n
(t)
k is the number of times arm k was pulled. The κ parameter can be used to

configure the amount of exploration. At each decision point, the arm selected for pulling is the

one that maximizes the value of B
(t)
k , as delineated in Algorithm 2. This principle underlying

the UCB approach inherently suggests a preference for arms with promising yet less frequent
plays, thereby achieving a balance between exploration and exploitation efforts [110, 147].

Algorithm 2: Upper confidence bound

Input: κ and a MAB with K arms
for t← 1 to +∞ do

a(t) = argmaxk

(
µ̂
(t)
k + κ

√
ln(t)

n
(t)
k

)
Play a(t) and observe its reward r(t)

Update na(t) : na(t) = na(t) + 1

Update µ̂
(t)

a(t) with r(t)

A pivotal aspect of implementing UCB is the determination of the hyper-parameter κ, which
governs the exploration intensity [110]. The efficacy of UCB is showcased through its application
to the previously introduced 31-armed vaccine allocation bandit scenario, utilizing κ values of
0.05 and 0.1, as depicted in Figure 5.2. With a good choice of hyperparamter κ, the performance
of UCB is notably superior to that of the ϵ-greedy algorithm with a lower exploration parameter
(ϵ = 0.01) and surpasses the ϵ-greedy variant with a higher exploration parameter (ϵ = 0.1)
swiftly. With both κ settings, UCB’s cumulative regret trajectory stabilizes, reflecting growing
confidence in the optimal arm selection - a desirable outcome. Nevertheless, the optimal selection
of κ, akin to ϵ in the ϵ-greedy algorithm, depends on the complexity of the problem, making it
difficult to determine in advance.

Furthermore, UCB’s reliance solely on the empirical mean, µ̂
(t)
k , and the count of arm pulls,

n
(t)
k , omits consideration of other reward distribution characteristics, which might be insightful,

especially when prior knowledge exists. Such knowledge, even if rudimentary or intuitive, can
significantly inform decision-making [147].
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Figure 5.2: The accumulation of cumulative regret for the UCB based bandit over 10,000 arm
pulls averaged over 100 runs, together with the 95% confidence interval around the mean. In
this specific example, the UCB based bandit with the lower exploration setting outperforms the
other bandits.

The Bayesian statistical paradigm offers a coherent framework for integrating this prior knowl-
edge. Within the multi-armed bandit context, the Thompson sampling algorithm emerges as a
Bayesian solution to the exploration-exploitation dilemma. Noted for its commendable perfor-
mance [158, 43] and broad applicability [4, 132, 152], Thompson sampling operates by drawing
from the Bayesian posterior distributions of the arm means [110]. This discussion sets the stage
for delving into the Bayesian underpinnings essential for understanding Thompson sampling’s
mechanics.

5.1.3 Thompson sampling

To make the concept of integrating prior knowledge more intuitive, the example of flipping a
coin to assess its fairness is considered. In the context of Bayesian inference, our objective is to
determine the posterior distribution of a given hypothesis, articulated as a parameter vector θ.
This process involves integrating our prior knowledge about the hypothesis with empirical data
D, acquired through experimentation. In this scenario, the hypothesis pertains to the coin’s bias,
represented by the parameter θ, which signifies the probability of flipping a head. The empirical
data D is gathered by flipping the coin and recording the outcomes, namely heads or tails.

In this framework, the posterior distribution, which reflects the probability of a hypothesis post-
data observation, is articulated.

P (θ|D) (5.5)

To calculate the posterior, we introduce two foundational concepts: the prior belief concerning
the hypothesis,

P (θ), (5.6)
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and the likelihood of witnessing the observed data given a hypothesis θ,

P (D|θ) (5.7)

According to Bayes’ theorem, the posterior distribution can be computed as the product of the
prior and the likelihood, normalized by the marginal likelihood:

P (θ|D) =
P (θ)P (D|θ)∫

P (D|θ′)P (θ′)dθ′
. (5.8)

When the form of the posterior distribution aligns with that of the prior distribution, within
the same family of probability distributions, such prior and posterior are termed conjugate dis-
tributions, a concept established by Schlaifer and Raiffa in 1961 [134]. The running example of
coin flips presented here is an example of Bernoulli trials. In this case the beta distribution is
commonly adopted as the conjugate prior, as highlighted by Robert in 2007 [144].

P (θ) = Beta(θ|α0, β0) (5.9)

With:

Beta(θ|α0, β0) =
θα0−1(1− θ)β0−1

B(α0, β0)
(5.10)

The beta function, denoted as B(., .), alongside hyperparameters α0 and β0, facilitates the incor-
poration of prior knowledge. Initially, we adopt a uniform prior, equivalent to a beta distribution
where α0 = 1 and β0 = 1.

The utility of conjugate priors lies in their provision for a closed-form solution for posterior
updates upon data acquisition [144]. This obviates the necessity for numerical methods such as
Markov Chain Monte Carlo for posterior approximation, a technique introduced by Hastings in
1970 [84]. In the context of our Bernoulli trials, the posterior is derived via Bayes’ theorem,
resulting in a Beta posterior that accounts for the occurrences of heads and tails.

To empirically validate this posterior distribution, two experimental setups are considered: one
with a fair coin (θf = 0.5) and another with a biased coin (θb = 0.7). The evolution of the
posterior is depicted in Figure 5.3 for the fair coin and in Figure 5.4 for the biased coin, starting
from a uniform Beta prior in both instances. The initial few coin toss outcomes reveal the coin’s
propensity towards fairness or bias in Figures 5.3 and 5.4, respectively, albeit accompanied by
considerable uncertainty. As the number of observations increases, this uncertainty diminishes,
and post 500 coin tosses, the posterior distributions narrow significantly, offering robust evidence
for the coin’s fairness or bias.

Thompson sampling [170] is characterized by the establishment and updating of a Bayesian belief
regarding the mean rewards of the bandit’s arms. Initially, a prior probability distribution is
imposed to represent the belief about the expected rewards, which is subsequently revised to a
posterior probability distribution upon the acquisition of reward observations. At every decision
point within the sampling process, a sample is drawn from the posterior distribution associated
with each arm of the bandit. These samples are then ordered, and the arm corresponding to
the highest-ranking posterior sample is selected for play. The reward observed from this action
serves to refine the posterior distribution of the bandit.

Before discussing the Thompson Sampling algorithm in detail, first the posterior distribution
over the bandit arms’ means will be examined. Suppose a stochastic MAB, for which there
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Figure 5.3: Evolution of the posterior distribution for the experiment with the fair coin. The
x-axis represents θ. The vertical dotted line where θ = 0.5 represents a fair coin. Reproduced
from [110].

exists a distribution π(.) that gives the prior belief over the means of the rewards associated with
each arm. Given the obtained rewards for arm pulls up to time t− 1,

H(t−1) =
{
a(i), r(i)

}t−1

i=1
, (5.11)

the posterior over the means of the bandit can be defined as

π(·|H(t−1)). (5.12)

For each of the means µ1..K , an estimate µ̃(t) is sampled at time step t from the posterior
π(·|H(t−1)). In order to determine the best obtained sample, a ranking operator is used. This
way, the arm associated with the highest ranking sample can be written as:

Ψ1(µ̃
(t)). (5.13)

The exploration-exploitation dilemma is navigated by Thompson sampling through its consid-
eration of the posterior’s uncertainty. Initially, the scarcity of reward observations makes it so
that there exists significant uncertainty, leading to an exploration strategy that closely approxi-
mates uniformity. As the more arms are pulled, enhancing the certainty regarding the superior
arms, a gradual shift towards their preferential selection is observed, culminating in an almost
exclusive focus on these arms. It should be noted, however, that as long as the posterior distri-
bution employed possesses infinite support, a non-zero probability of selecting what are deemed
sub-optimal arms persists, ensuring that exploration is never completely abandoned.
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Figure 5.4: Evolution of the posterior distribution for the experiment with the biased coin. The
x-axis represents θ. The vertical dotted line where θ = 0.5 represents a fair coin. Reproduced
from [110].

Algorithm 3: Thompson sampling

Input: A MAB with K arms, a prior π(·) and history H(0) = ∅
for t← 1 to +∞ do

µ̃(t) ∼ π(·|H(t−1))

a(t) = Ψ1(µ̃
(t))

r(t) ← Pull arm a(t)

H(t) ← H(t−1) ∪ {a(t), r(t)}

Thompson sampling is amenable to incorporating any form of prior knowledge that may be
available to quantify the uncertainty associated with the means of the arms, ranging from a non-
informative prior that merely delineates the reward distribution’s family, to more informative
priors that specify the distribution’s family and variance, and even to priors that articulate
dependencies between arms, as proposed by Gopalan et al. in 2014 [72]. The incorporation of
such prior knowledge can significantly improve the learning process.

From a Bayesian standpoint, Thompson sampling is recognized for its intuitive approach to bal-
ancing the trade-off between exploitation and exploration by drawing samples from its posterior
belief about the bandit. This belief, formalized as a posterior distribution, enables the articu-
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Figure 5.5: The accumulation of cumulative regret for the Thompson sampling bandit over 10,000
arm pulls averaged over 100 runs, together with the 95% confidence interval around the mean.
In this specific setting, the bandit using Thompson sampling clearly outperforms all previously
presented bandits.

lation of the uncertainty inherent in the decision-making process. To exemplify this approach,
Thompson sampling will be applied to the Bernoulli bandit scenario introduced at the beginning
of this section.

The initiation of Thompson sampling necessitates the selection of a suitable prior. In the ensuing
example, the Jeffreys prior, a non-informative prior conjugate to the Bernoulli likelihood, will be
employed. This prior is represented by a Beta distribution with parameters α0 = β0 = 0.5, as
suggested by Lunn et al. in 2012 [1].

As evidenced in Figure 5.5, a comparative analysis reveals that Thompson sampling markedly
surpasses the performance of both the ϵ-greedy and UCB algorithms. Figure 5.6 shows the
evolution of the rewards obtained by each of the different bandits. The Thompson sampling
bandit consistently obtains the largest rewards, resulting in a lower cumulative regret compared
to the other bandit algorithms that were discussed.

5.2 Best-arm identification algorithms

In this section, a number of bandit algorithms that are often applied within the best-arm identi-
fication setting will be discussed. Within this setting the goal is to find the optimal policy within
a fixed budget of policy evaluations or arm pulls [21, 140].

The ability to recommend the correct arm to the user at each time step t of each of the algorithms
was also examined using a Bernoulli bandit with 21 arms. The arms’ success rates varied from
a minimum of 0,3 to a maximum of 0,72 in increments of 0,02. The results of this experiment
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Figure 5.6: Evolution of the rewards obtained by each of the different bandits over 10,000 arm
pulls, averaged over 100 runs of the running vaccine allocation experiment.

can be seen in Figure 5.7.

5.2.1 Uniform sampling

A simplistic method involves allocating an equal number of pulls to each arm a until the budget
is depleted, after which the arm with the highest estimated mean µ∗ is selected. This technique
is known as the Uniform sampling strategy, also sometimes referred to as Round-robin [140].
The primary disadvantage of this method is that it wastes valuable resources on arms that are
increasingly likely to be suboptimal, as indicated by their lower estimated means compared to
others. These resources could be more effectively utilized to enhance our confidence in the top-
performing arms, i.e., those with similar high estimated means [140]. Since this strategy does
not leverage any existing knowledge of the estimated means, Uniform sampling is classified as a
pure exploration strategy [140]. The detailed algorithm is presented in Algorithm 4.

Algorithm 4: Uniform sampling

Input: A MAB with K arms, arm pull budget T
for t← 1 to T do

a(t) ← t mod K // select next arm

r(t) ← Pull arm a(t)

na(t) ← na(t) + 1 // increment pull count

Update µ̂
(t)

a(t) with r(t)

return argmaxa∈A µ̂
(T )

a(T )
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5.2.2 Upper confidence bound

The UCB algorithm that was previously introduced within the regret minimization setting in
Section 5.1.2 can also be adapted for use within the best-arm identification setting [21, 140]. To
achieve this, the amount of exploration conducted by the bandit needs to be increased.

Instead of relying solely on pure exploration, like in the Uniform sampling algorithm, it is ad-
vantageous to leverage the knowledge accumulated from previous arm pulls. One of the most
renowned algorithms for addressing MABs is the UCB algorithm, which adeptly balances explo-
ration and exploitation using a frequentist approach [22, 140]. UCB operates on the principle
that actions frequently selected are unlikely to exhibit significant changes in their estimated
means. Conversely, it prioritizes actions with high potential rewards: those selected infrequently
enough that, based on their current estimated means, they still have the potential to be optimal.
This is all identical to the previously discussed implementation of the UCB algorithm for regret
minimization for which pseudo code can be found in Algorithm 2. At each time t, an arm a(t) is
selected as follows:

a(t) = argmax
k

(
µ̂
(t)
k + κ

√
ln(t)

n
(t)
k

)

where k is the number of arms, µ̂
(t)
k is the current estimated mean of arm ak, and n

(t)
k is the

number of times arm ak has been pulled [110, 140]. The hyperparameter κ can be used to tune
the exploration rate of the parameter. Higher values for κ being more suitable for the best-
arm identification setting [22]. The two main drawbacks of the UCB algorithm are the need
of hyperparameter tuning for κ and the inability to incorporate prior knowledge that might be
available on the arms’ reward distributions [140].

5.2.3 Top-two Thompson Sampling

In contrast to the frequentist approach employed by UCB, a Bayesian approach can be utilized,
which inherently incorporates prior knowledge [170, 140]. A prominent Bayesian algorithm for
identifying the best arm is known as Top-two Thompson Sampling (TTTS) [151, 140]. The
primary objective of TTTS is to differentiate the best arm from the second-best arm. The
greater this distinction, the higher the confidence that the estimated best arm is indeed the
optimal one [151, 140]. Since the other arms are inferior to the second-best arm, their ranking is
not relevant within this setting, and thus, allocating arm pulls from the budget to them should
be avoided.

Initially, analogously to the previously discussed Thompson Sampling algorithm, a prior prob-
ability distribution is imposed to represent the belief about the expected rewards of each arm,
which is subsequently revised to a posterior probability distribution upon the acquisition of re-
ward observations. At every timestep t within the sampling process, a sample is drawn from the
posterior distribution associated with each arm of the bandit. It is at this point that the ap-
proach taken by the TTTS algorithm starts to deviate from the previously discussed Thompson
Sampling algorithm.
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Algorithm 5: Top-two Thompson Sampling

Input: A MAB with K arms, a prior π(·) and history H(0) = ∅, arm pull budget T
for t← 1 to T do

µ̃(t) ∼ π(·|H(t−1))
b ∼ B(0.5)
if b = 1 then

a(t) = Ψ1(µ̃
(t))

else

while Ψ1(µ̃
(t)
alt) = Ψ1(µ̃

(t)) do

µ̃
(t)
alt ∼ π(·|H(t−1)) // resample until a different best arm is found

a(t) = Ψ1(µ̃
(t)
alt)

r(t) ← Pull arm a(t)

H(t) ← H(t−1) ∪ {a(t), r(t)}

return argmaxa∈A µ̂
(T )

a(T )

To decide if it should pull the best arm, TTTS samples from a Bernoulli distribution with the
probability of success equal to 0.5 [140, 151]. If this sample is a success, the best arm is pulled.
Otherwise, if the sample is not a success, TTTS needs to resample until it finds a best arm
different from the original best arm. Just like with the normal Thompson sampling algorithm,
the relative order between arms is computed using the ranking operator Ψ.

Initially, and assuming that our beliefs contain no information about the reward distributions,
each arm is equally likely to be selected as the best. However, as the arms are pulled and the
algorithm progresses, the belief distributions become increasingly informative, and the likelihood
that the highest-ranked arm corresponds to the optimal arm also increases [140]. This process is
repeated as long as there are arm pulls remaining in the budget T . Finally, the arm associated
with the belief distribution with the highest mean is identified as the best arm and returned to
the user. Pseudocode for TTTS can be found in Algorithm 5.

0 2500 5000 7500 10000 12500 15000
Arm pull

0.0

0.2

0.4

0.6

0.8

1.0

E
m

pi
ri

ca
l s

uc
ce

ss
 r

at
e

Round-robin
UCB
TTTS

Figure 5.7: Empirical success rate of the recommendations made by the best-arm identification
algorithms after each arm pull. Average over 100 runs of 15,000 arm pulls, together with the
95% confidence interval around the mean.



Chapter 6

Multi-objective multi-armed
bandits

In this chapter, the multi-objective multi-armed bandits (MOMABs) framework proposed in [51]
is introduced. This is the multi-objective extension of the single objective multi-armed bandits
(MABs) that were discussed in the previous section. The need for multi-objective multi-armed
bandits arises from the fact that inherently, the real world presents problems with several distinct
and possibly conflicting objectives.

One of the principal distinctions between the single-objective MABs previously discussed and the
MOMABs explored in this chapter lies in the stochastic reward’s nature observed by the agent
upon playing an arm a ∈ A. In the context of single-objective MABs, at each time step t, the
observed reward was a scalar r(t). Conversely, in MOMABs, the observed reward manifests as a
vector r(t) ∈ RD, where D denotes the number of objectives [51, 140]. This vector is commonly
referred to as the reward vector. Analogous to the scalar reward in the single-objective scenario,
which was derived from a stationary reward distribution, the reward vector for MOMABs is
generated by sampling from a multi-dimensional stationary reward distribution encompassing D
dimensions, each corresponding to an objective [51, 140, 199]. This process yields a reward vector
comprising a stochastic reward for each objective. To build intuition, an example difference in
respective reward distributions is visualized in Figure 6.1. As the MOMAB framework was
introduced by Drugan and Nowe in [51], the rest of this section is based on [51], using slightly
modified notation to be consistent with the rest of this dissertation, but otherwise respecting the
original structure and proposed terminology.

6.1 Ordering relations for reward vectors

In the analysis of scalar rewards, the identification of the optimum can be straightforwardly facil-
itated through the application of the existing partial order relation among real numbers [51, 199].
However, the identification of the optimal arm becomes more complex when addressing reward
vectors. The absence of a partial order precludes a definitive best among multiple arms. To nav-
igate this complexity, two predominant order relations are typically employed: (i) scalarization
functions [54], including linear and Chebyshev functions, and (ii) the Pareto partial order [206],
which facilitates the direct maximization of reward vectors within the multi-objective reward

34
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Figure 6.1: Graphical representation of possible reward distributions for a single-objective MAB
(left panel) and a multi-objective MAB (right panel). The presented possible reward distribution
for the single-objective case is a Gaussian distribution with µ = 3 and σ2 = 0.8. The multi-
objective case is identical but uses a 2-dimensional multivariate Gaussian distribution with the
same mean and variance for both dimensions.

space [51].

For conceptualizing these order relations in the context of reward vectors, consider a K-armed
bandit scenario. Within a multi-objective framework, the expected reward for each arm a, de-
noted as µa = (µ1

a, · · · , µD
a ), is inherently multi-dimensional, whereD represents a predetermined

number of objectives. This scenario posits a general case where a reward vector may surpass
another in one objective yet fall short in another, indicating the potential conflicting objectives
[51, 199].

6.1.1 Pareto partial order

In the context of the Pareto partial order [206], “a reward vector r1 is considered better than, or
dominating, another reward vector r2, r2 ≺ r1, if and only if there exists at least one dimension
j for which rj2 < rj1, and for all other dimensions o we have ro2 ≤ ro1” [51]. r1 weakly dominates

r2, r2 ⪯ r1, “if and only if for all dimensions j, we have rj2 ≤ rj1” [51]. A reward vector r1 is
incomparable with another reward vector r2, r2 ∥ r1, “if and only if there exists at least one
dimension j for which rj2 < rj1, and there exists another dimension o, for which ro2 > ro1” [51].
Finally, r1 is non-dominated by r2, r2 ⊁ r1, “if and only if there exists at least one dimension j
for which rj2 < rj1” [51]. These Pareto relationships are summarized in Table 6.1.

Consider the Pareto optimal reward set O∗ as the collection of reward vectors that are not
dominated by any other reward vectors [51]. Let the Pareto optimal set of actions A∗ denote
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Table 6.1: Relations between reward vectors. Reproduced from [51].

Relationship Notation Formalised Relationships
µ dominates ν ν ≺ µ ∃j, νj < µj and ∀o, j ̸= o, νo ≤ µo

µ weakly dominates ν ν ⪯ µ ∀j, νj ≤ µj

µ is incomparable with ν ν∥µ ν ⊁ µ and µ ⊁ ν
µ is non-dominated by ν ν ⊁ µ ν ≺ µ or ν∥µ

the set of actions corresponding to reward vectors in O∗ [51]. In this context:

∀rℓ ∈ O∗, and ∀ro /∈ O∗, we have rℓ ̸= ro

The entire set of Pareto optimal rewards are incomparable:

∀rℓ, ro ∈ O∗, it holds that rℓ ∥ ro

We further posit that it is infeasible to ascertain a priori the superiority of any specific arm in
A∗ over others. Consequently, it is posited that all reward vectors within the Pareto optimal
reward set O∗ are equally optimal [51, 199].

6.1.2 Scalarization functions

The transformation of a multi-objective environment into a single-objective framework can be
achieved through the use of scalarization functions [140, 51, 199, 125]. As single-objective envi-
ronments typically yield a single optimum, multiple scalarization functions are needed to create
a diverse array of elements comprising the Pareto optimal set [51]. Owing to its simplicity, the
linear scalarization function has attained popularity. It is characterized by the allocation of
weights to each component of the reward vector, with the sum of these weighted components
constituting the result:

f(ri) = ω1 · r1i + · · ·+ ωD · rDi ,∀i.

This weighted sum can also be defined as the dot product ri ·ω between the reward vector and a
predefined weight vector. The set of predefined weights used here can be written as (ω1, · · · , ωD),

where
∑D

j=1 ω
j = 1 [51]. A known disadvantage of using linear scalarization to transform the

reward vector into a single scalar reward is its potential inability to find all arms belonging to a
non-convex Pareto set [51, 199, 125]. In certain conditions however, Chebyshev scalarization can
find all arms belonging to a non-convex Pareto set [122, 125]. Figure 6.2 visualizes such a case.
This kind of scalarization was originally meant for minimization problems, but was adapted by
[51] for use with MOMABs. Mathematically, the Chebyshev scalarization can be defined as:

f(ri) = min
1≤j≤D

ωj · (rji − zj),∀i

In this formula, z ∈ (z1, · · · , zD) is a point that is dominated by all optimal reward vectors in
O∗ and is used as a reference point [51, 125]. This point zj is the minimum of the current best
rewards with a small positive value ϵj > 0 subtracted [51]:

zj = min
1≤j≤D

rji − ϵj ,∀j

We identify the Pareto optimal set of actions ascertainable through linear scalarization as A∗
L,

and through Chebyshev scalarization as A∗
C [51]. The associated set of Pareto optimal reward
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Figure 6.2: Example of both linear and Chebyshev scalarization where linear scalarization fails to
identify all rewards in a non-convex set of optimal rewards O∗. The top-left panel shows the true
values of the (sub)optimal arms, as well as the observed reward vectors. The top right panel shows
the non-convex nature of O∗, as well as the reference point z used for Chebyshev scalarization.
The bottom panels show the values of linear scalarization and Chebyshev scalarization. The
weights used for each scalarization are defined as (ω1, 1− ω1). From the scalarized points above
the scalarization functions, it can be seen that O∗

L = {µ1, µ4} and O∗
C = {µ1, µ2, µ3, µ4} = O∗.

Reproduced from [51].

vectors is denoted O∗
L for linear scalarization and O∗

C for Chebyshev scalarization [51]. Note that
the set of optimal actions may vary depending on the scalarization technique employed.

Drugan and Nowe [51] argue that in typical scenarios where the shape of the Pareto front remains
undetermined, it is useful to experiment with various weight combinations within a scalarized
multi-objective MAB framework [51].

When employing a linear scalarization function, it becomes apparent that not every reward
vector within any Pareto optimal reward set is accessible through this scalarization [51, 125].
As a result, there is a persistent positive regret when contrasting O∗ and O∗

L. This algorithm’s
inherent unfairness with respect to selecting each optimal arm equally often escalates with more
frequent arm selections, as an arm deemed optimal in A∗

L is chosen more often, while other arms,
equally optimal in A∗, are less frequently recognized and engaged [51].

When considering the Chebyshev scalarization function, Drugan and Nowe [51] acknowledge the
potential to pinpoint all solutions in A∗ by adjusting the reference points [51, 125]. However, the
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strategy for discovering these reference point sets remains unspecified, and their identification
becomes a new challenge, especially when aiming to diminish the unfairness regret (see Sec-
tion 6.2.3). If the Chebyshev multi-objective MAB reveals more Pareto optimal arms than the
linear approach, then the former boasts a reduced unfairness compared to its linear counterpart
[51].

6.2 Performance metrics for MOMAB regret minimization

The goal of multi-objective MABs is to minimize the regret in all objectives by selecting all arms
from the Pareto optimal set equally frequently using a policy π [51]. This section suggests three
metrics to assess multi-objective MABs effectively. The Pareto regret metric quantifies the gap
between a reward vector and the Pareto optimal set [51]. In contrast, the scalarized regret metric
gauges the disparity between the peak value of a scalarized function and the scalarized outcome
of an arm [51]. Lastly, the unfairness metric associates with the variability in selecting all the
optimal arms, since all arms a ∈ A∗ should be played with the same frequency [51].

6.2.1 Pareto regret

Drugan and Nowe [51] argue that, from an intuitive point of view, “a regret metric measures
how far a suboptimal reward vector ri is from being an optimal arm itself”.
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(a) Illustration of the Pareto regret with a subop-
timal reward vector, showcasing the computed vir-
tual reward vector and the regret distance ε∗i .
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(b) Demonstration where the observed reward is
optimal, resulting in zero Pareto regret.

Figure 6.3: Visualization of Pareto regret in a multi-objective multi-armed bandit scenario. The
left subfigure (6.3a) depicts the scenario with a non-optimal arm and its associated regret, while
the right subfigure (6.3b) presents a case with no regret when the reward is Pareto optimal.

Taking inspiration from the ε-dominance concept, which gauges the discrepancy between ri and
the Pareto optimal reward set O∗, Drugan and Nowe propose a novel regret metric [51]. This
metric assesses the regret associated with Pareto optimal rewards. To estimate the nearest
distance between O∗ and ri, they introduce the concept of a virtual reward vector νi,ε, which
cannot be directly compared with any vector in O∗ [51]. They define νi,ε by enhancing ri with
a positive ε in every objective, yielding the so-called virtual reward vector νi,ε [51]. Thus:

νi,ε = ri + ε where ∀j, νji,ε = rji + ε, ε > 0
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The arm i’s optimal virtual reward, ν∗
i , is defined as having the smallest ε such that νi,ε is

incomparable to all rewards in O∗ [51]. Formally:

ν∗
i ← min

ε→∞
νi,ε, for which ∀r∗ℓ ∈ O∗, ν∗

i ∦ r∗ℓ

The particular ε that satisfies ν∗
i is denoted as ε∗i [51].

The regret associated with observing ri is thus the distance between the arm’s virtual optimal
reward vector, ν∗

i , and its actual reward vector, ri. Therefore:

∆i = ν∗
i − ri = ε∗i

From this formalisation, it can be noted that the regret of the Pareto optimal arms will be equal
to zero as the optimal reward vector itself will be the same as the virtual reward vector [51].

6.2.2 Scalarized regret

Apart from the previously discussed Pareto regret, Drugan and Nowe [51] also present a regret
measure that may be utilized alongside scalarization functions. The scalarized regret for a chosen
scalarized function f j and arm i is denoted as:

∆j
i
def
= max

k∈A
f j(rk)− f j(ri)

This scalarized regret represents the gap between the highest scalarization function value over
the set of arms A and the scalarized value for a specific arm i [51].

For an arm i, the linear scalarized regret at time t is defined as:

∆j
i =

D∑
t=1

ωt
j · (r∗t − rti), where f j(r∗t) = max

k∈A
f j(rtk)

and f j is a linear scalarization function characterized by a set of weights ωj = {ω1
j , . . . , ω

D
j } [51].

The Chebyshev scalarized regret for an arm i using the Chebyshev scalarization function f j is
given by:

∆j
i = max

1≤t≤D
ωt
j · (r∗t − rti), where f j(r∗t) = max

k∈A
f j(rtk)

Demonstrating that the maximum value for any weight combination in both linear and Chebyshev
functions aligns with one of the Pareto optimal arms is relatively straightforward [51]. Hence,

∀j ∈ S, ∃!i ∈ A∗ such that f j(r∗i ) = max
k∈A

f j(rk)

The set S represents the weights used. Although the concept of scalarized regret appears straight-
forward, it is not ideally suited for the aims of MOMABs, as it accumulates independent regrets
rather than minimizing the regret of a comprehensive multi-objective approach across all ob-
jectives [51]. Scalarization functions do not consistently recognize all the optimal arms in A∗.
Consequently, a metric that encourages the exploration of every optimal arm is needed.

6.2.3 Unfairness regret

As defined in [51], consider Ni∗(t) as the count of how often an optimal arm i∗ is activated up
to time t, and E[Ni∗(t)] the expected frequency of selecting an optimal arm [51]. The unfairness
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[51] of a multi-objective multi-armed bandit algorithm is then defined as the variance in the
choice distribution over the arms in A∗, given by

ϕ =
1

|A∗|
·
∑

i∗∈A∗

(Ni∗(t)− E[Ni∗(t)])
2
.

If the algorithm fairly allocates opportunities to optimal arms, ϕ approaches 0. A multi-objective
strategy that favors a subset of A∗ will manifest a larger ϕ. This variance is reminiscent of risk
metrics employed in financial analyses, offering a gauge for equitable arm selection by a multi-
objective MAB algorithm, ensuring balanced exploration among the best-performing arms [51].

Another, alternative, definition for the unfairness regret that is slightly different from the one
proposed in [51], but identical in spirit, is explained by Yahyaa and Manderick [199]. In their
paper, the unfairness regret metric utilizes the Shannon entropy RSE , which quantifies the
randomness in the selection frequencies of the optimal arms from the Pareto front A∗ [199]. A
higher entropy value signifies greater disorder. The Shannon entropy at a particular time step t,
RSE(t), is defined as:

RSE(t) = −
1

NA∗(t)

∑
i∗∈A∗

pi∗(t) ln(pi∗(t)),

where pi∗(t) = Ni∗(t)/N(t) represents the relative selection frequency of the optimal arm i∗ at
time step t, with Ni∗(t) indicating the number of times arm i∗ has been activated, N(t) the total
activations for all arms, and NA∗(t) the sum of activations for all optimal arms at time step t
[199].
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Chapter 7

Dengue epidemic modelling

In this chapter of the literature review, we delve into the extensive body of literature on models
for dengue fever epidemiology. Over the past two decades, we have witnessed a significant surge
in interest and research on dengue fever, leading to the development of numerous epidemiological
models. Consequently, the vast volume of proposed models, papers, studies, and books on this
topic presents a considerable challenge in identifying the most pertinent models while maintaining
the focus and scope of this dissertation. Indeed, a comprehensive review tracing the evolution of
dengue epidemic models since their inception in the 1970s could itself constitute an entire study.

A key resource that underpins the literature review presented here is the paper titled “Math-
ematical models for dengue fever epidemiology: A 10-year systematic review”, which surveys
dengue epidemic models from 2010 to 2021 [5]. This paper provides an extensive overview of
the existing body of work, offering a valuable foundation for our exploration. However, it is
important to note that the authors of this review exhibit a noticeable bias towards their own
models and publications over the decade in question. To ensure a more balanced perspective,
this dissertation also incorporates additional literature from the same period that is not covered
in the 10-year review.

Moreover, since the systematic review concludes in 2021, it does not encompass the most recent
developments in dengue epidemic modeling. Given that this dissertation was written in 2023-
2024, there was a clear need to include state-of-the-art papers and models published after 2021.
To address this, a comprehensive database of publications was created from two major scientific
libraries: ScienceDirect and PubMed. ScienceDirect was queried using the term “dengue model”,
while PubMed searches included “agent-based dengue model” and “compartment dengue model”.
All relevant papers published post-2021 were added to this database.

This rigorous approach resulted in a collection of 64 papers on dengue epidemic models, which
were reviewed as thoroughly as possible within limited time and extremely extensive scope of this
dissertation. The aim was to incorporate as much relevant literature as possible, while ensuring
the review remained concise and within the scope of this dissertation.

7.1 Mathematical models

Epidemiological studies have long utilized mathematical models as essential tools. These models
serve as structured methods to articulate hypotheses regarding the interactions between hosts,
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vectors, and pathogens in epidemics. They play a crucial role in understanding and forecasting
the trends of infectious diseases under varied scenarios, and are pivotal in assessing the effective-
ness of public health strategies aimed at disease management [5].

The mathematical modeling of dengue fever’s epidemiological patterns traces back to the 1970s
[63]. Dengue fever, a globally significant public health issue, is a viral disease transmitted by
mosquitoes. Most cases are either asymptomatic or mild. The disease can lead to severe con-
ditions due to the Antibody-Dependent Enhancement (ADE) phenomenon. This phenomenon
exacerbates the disease, as pre-existing antibodies, instead of neutralizing, intensify the subse-
quent infection [5].

Mathematical models for dengue fever strive to include various elements of the disease and its
vectors. This inclusion often results in models exhibiting complex behaviors, even at their most
fundamental levels. These models have been designed to investigate various factors, such as the
simultaneous presence of multiple viral strains, the immunological pathways influencing disease
severity, and the effects of vaccination programs [5].

7.2 Host-to-host Transmission Models

Models depicting multi-serotype host-to-host dynamics of dengue fever have been developed, ex-
tending the traditional susceptible-infected-recovered (SIR) frameworks discussed in Section 4.1.1
[5]. This methodology emphasizes the multi-serotype characteristic of the disease and its impact
on host populations. It incorporates the effects of vector dynamics indirectly in the SIR-type
model, such as seasonal variations in infection rates, while not explicitly representing mosquito
dynamics [5]. From a mathematical perspective, this approach is valid, considering that in
vector-borne illnesses, the epidemiological dynamics of human hosts typically operate on a larger
timescale compared to that of the disease-transmitting mosquitoes, a discrepancy attributed to
the significant difference in their respective lifespans [5].

Rocha et al. [145] conducted a study to explore the extent to which the rapid lifecycle of
mosquitoes and their capability to transmit viruses are influenced by the slower dynamics of
human infection and immune response. They examined a compartmental model comprising
susceptible (S), infected (I), and recovered (R) humans, as well as susceptible (U) and infected
(V) mosquitoes [145]. The findings revealed that the human timescale is the predominant factor
in understanding long-term incidence data, with the mosquito dynamics exerting only minor
perturbations [145]. This analysis of the SIRUV model aligns qualitatively with findings from a
previously studied SISUV model. The main difference between the two is that the SIRUV model
includes a recovered (R) class modeling temporary cross-immunity, whereas in the SISUV model
individuals become susceptible (S) again immediately after their infection (I) has ended. This
suggests a common characteristic of vector-borne diseases in general [146, 62]. These biological
insights are valuable given that existing vector control strategies for dengue are only minimally
effective, with broad-scale implementation proving challenging to attain and even more difficult
to maintain [126]. Consequently, Aguiar et al. [5] argue that employing simplified mathematical
models to plan the implementation of interventions against a complex, multi-strain pathogen
with intricate transmission dynamics, such as dengue, could significantly enhance the practical
predictability of the dynamical system [2]. We note that these arguments apply to the prediction
of long-term disease case data [145]. We also note that in some cases it might be desirable to
simulate the disease dynamics with a higher degree of accuracy by incorporating vector dynamics.
Furthermore, for the simulation of vector control measures and effects like seasonality, vector
dynamics need to be modeled explicitly.
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In an effort to explain and understand the erratic patterns of dengue epidemics, mathematical
models have been devised to represent the transmission dynamics of dengue viruses, focusing
on elements such as multi-strain interactions, antibody-dependent enhancement (ADE), and
temporary cross-immunity (TCI) [5]. A notable multi-strain mathematical model by Ferguson et
al. [58], designed to examine the impact of ADE on the dynamics of dengue transmission, revealed
deterministically chaotic behavior when a high level of infectivity for secondary dengue infections
was used. Notably, this model did not account for the period of cross-immunity, allowing for the
possibility of co-infection. Consequently, individuals could be concurrently classified in various
compartments of infection, each corresponding to different dengue strains. Billings et al. [26]
described chaotic desynchronization in a multi-serotype dengue model incorporating ADE [5].
Similar to the model by Ferguson et al., this model also did not incorporate the cross-immunity
period. However, it differed in that cross-infection was not feasible as long as an individual was
infected. Consequently, this led to a scenario where all compartments within the model were
distinct and separate shown in Figure 7.1a.

(a) Visualization of the compartmental
model proposed by Billings et al. in [26]
to study the chaotic nature of dengue epi-
demics. Figure from [26].
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(b) Visualization of the compartmental
model proposed by Aguiar et al. in
[121, 15] as an extension of the one pro-
posed by Billings et al. in [26].

Figure 7.1: Comparison of compartmental models by Billings et al. and Aguiar et al.

Aguiar et al. [121, 15] conducted research on a minimalist two-infection dengue model shown in
Figure 7.1b, which was an extension of the models initially proposed and analyzed in studies by
Ferguson et al. [58] and Billings et al. [26]. In this model, it was assumed that a secondary dengue
infection could only be caused by a different serotype from the one responsible for the primary
infection. To account for this, TCI was integrated into the model through the introduction of
additional compartments. These compartments were designated for individuals recovering from
a primary infection who would become susceptible again after a brief period of cross-immunity.
Remarkably, the inclusion of a TCI period in these models revealed a new chaotic window in
a broader and unexpected parameter range. This range even accounted for reduced infectivity
in secondary infections [5]. Previously, it was thought that significantly higher transmission
rates for secondary infections were required to produce complex dynamics similar to oscillations
observed in empirical data [5]. However, this new finding suggested that such assumptions could
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be significantly relaxed. This discovery highlighted the greater significance of deterministic chaos
in multi-strain models than previously recognized. It opened new avenues for analyzing existing
data sets, suggesting that the dynamics of dengue transmission might be more complex and
nuanced than previously understood [5].

In 2011, the minimalist two-infection dengue model initially introduced by Aguiar et al. [15] was
further developed to include seasonality factors, thereby simulating the impact of vector dynamics
[7]. This seasonal adaptation of the model exhibited complex dynamics and demonstrated notable
alignment with empirical data. This congruence was particularly evident when a brief period of
cross-immunity was integrated alongside the effects of ADE [7]. This approach was reinforced
by epidemiological observations that indicated an increased risk of severe disease in secondary
dengue infections. The model’s assumptions included the premise that individuals with a primary
dengue infection would likely exhibit asymptomatic or mild symptoms, maintaining mobility
and the potential to transmit the disease [5, 7]. Conversely, those experiencing a secondary
infection with a different dengue serotype were presumed more likely to develop severe symptoms,
necessitating hospitalization. This hospitalization, in turn, was hypothesized to reduce their
likelihood of transmitting the disease compared to individuals with a primary infection [5, 7].

The inclusion of stochastic elements became necessary to account for the variations observed in
certain dengue data sets, unveiling a situation where noise and a complex deterministic framework
interact intensively [14]. Stollenwerk et al. [166] revisited the framework for parameter estimation
in dynamical systems similar to biological populations and applied this methodology to calibrate
the dengue model proposed in [14]. The application of this model resulted in broad likelihood
profiles for some parameters, indicating that the maximum likelihood iterated filtering technique
presents an encouraging approach for inferring parameter values from dengue case notifications
[5]. This technique enhances the understanding of the disease dynamics by incorporating the
variability and unpredictability inherent in real-world data.

Utilizing bifurcation theory, Kooi et al. [104] conducted an analysis and comparison of three
multi-strain dengue models previously proposed in studies [58, 26, 7], providing insights into the
origins of their long-term dynamic behaviors. In their approach, they maintained a consistent
parameter set across all models, while varying the duration of the cross-immunity period and the
ADE factor as bifurcation parameters [5]. Their analysis identified not only endemic equilibria
and periodic solutions but also chaotic behavior emerging through various routes. To quantify
this complex behavior in the models, the calculation of Lyapunov exponents was employed [5].
A particularly notable dynamic aspect discovered by Kooi et al. [104] was the occurrence of a
torus bifurcation as a pathway to chaotic dynamics in the model presented in [7]. This type of
dynamical behavior had not been previously described in the field of epidemiology, marking a
significant advancement in the understanding of epidemiological model dynamics [5]. The identi-
fication of a torus bifurcation in this context demonstrates the intricate and often unpredictable
nature of disease transmission dynamics, especially in the case of complex infections like dengue.

The integration of the cross-protection assumption with the ADE effect has been modeled in
various ways. Despite the inclusion of TCI in relatively complex models, the ADE effect consis-
tently increased transmissibility or susceptibility in secondary infections [92, 195, 169, 138, 182].
Woodall and Adams [187] assumed partial cross-protection following a primary dengue infection,
whereas Reich and colleagues [138] proposed a model where the enhancement factor influenced
individual susceptibility, suggesting that individuals immune to one serotype would be more sus-
ceptible to a second infection [5, 138]. Upon evaluating their model against dengue data from
a hospital in Thailand, they confirmed that models incorporating short-term cross-protection
more accurately fit their data compared to models without it, estimating the optimal duration of



CHAPTER 7. DENGUE EPIDEMIC MODELLING 46

Figure 7.2: Figures from [187] showing (a) the structure for two-serotype SIR models with cross-
protection or cross-enhancement and (b) the modified structure proposed in [187] incorporating
partial cross-enhancement. Figure from [187].

the cross-protection period to be two years [5]. However, adding a serotype-specific transmission
rate to their model reduced its fit to the data [5].

Aguiar et al. in studies such as [7, 8, 15], combined a brief period of temporary cross-immunity
between primary and secondary infections. In their model, a secondary infection contributed less
to the force of infection than a primary infection. They argue this was justified by the observation
that disease severity and hospitalization reduced human interaction and, consequently, disease
transmission [5]. However, it is important to note that, while human interactions play a role in
the transmission of dengue epidemics, dengue is a vector-borne disease. A comparison of the
basic two-strain dengue model, which differentiates between primary and secondary infections
including TCI, with the four-strain model introducing the concept of multiple strain competition
in dengue epidemics, revealed that the combination of TCI and ADE effects is a crucial driver of
complex dynamics in the system, surpassing the impact of the specific number of dengue serotypes
included in the model [8]. Until then, the TCI factor had not been actively explored, but it is
now recognized as a vital component for developing a realistic dengue model [5]. Aguiar et al.
[6] also detailed the impact of the number of subsequent infections versus the detailed number of
dengue serotypes in the model framework, along with human immunological responses related to
disease severity. In this survey, they compared extensions of the two-infection multi-strain model
proposed in [8], clarifying the implications of additional compartments on model dynamics [5].

Chaotic dynamics were identified within the same parameter region of interest, which corresponds
to the fluctuations observed in empirical data, for both two-strain and four-strain dengue models.
Subsequently, the minimalistic two-strain model underwent further development to incorporate
vaccination. This extension was aimed at assessing the impact of the sole licensed, albeit im-
perfect, dengue vaccine available at the time [12]. This inclusion of vaccination in the model
reflects an essential step in understanding and predicting the dynamics of dengue transmission
and control, particularly in the context of real-world vaccine efficacy and coverage [5].

Despite the relatively low occurrence of tertiary and quaternary dengue infections, models that
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Figure 7.3: Compartmental model with support for vaccination proposed by Kabir et al. in 2020
in [92]. Their model allows for the investigation of the interactions of vaccination and ADE.
Figure from [92].

account for third and fourth heterologous infections have frequently been developed. Wikra-
maratna et al. [183] devised a framework specifically to investigate the impact of third and
subsequent infections on the epidemiology of dengue. Their findings suggested that the quali-
tative nature of the dynamical behavior in models, whether they include or exclude third and
fourth infections, is largely similar. This observation implies that the fundamental dynamics of
dengue transmission and its epidemiological patterns remain consistent even when the possibility
of multiple infections beyond the primary and secondary stages is considered.

Many models examining multiple serotypes of dengue have traditionally presumed uniform in-
fection rates across these serotypes. However, variation in transmission rates among different
serotypes is addressed in literature, notably in [195]. This study explores varying transmission
rates between serotypes, revealing that disparities among serotypes enhance the endurance of all
strains. It is further noted that a specific value of the ADE factor optimally increases the prob-
ability of persistent serotype existence. Conversely, Kooi et al. [105] analyze the epidemiological
differences among strains by varying the rates of infection force, while maintaining consistency in
other epidemiological parameters. The resilience of a symmetric two-strain dengue fever model
against such asymmetries is examined through bifurcation analysis [5]. This investigation indi-
cates that, unlike symmetric models where a two-strain system perpetually prevails, asymmetric
models can result in the endemic presence of a single strain. Furthermore, this strain asymme-
try contributes to the stabilization of long-term dynamics, with chaotic patterns, necessary to
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Figure 7.4: Minimalist two-strain model from [7] extended with support for different age groups
and support for vaccination proposed in [12]. Figure from [12].

replicate the fluctuations seen in empirical observations, emerging only within limited parameter
scopes [5].

Woodall and Adams [187] have developed an innovative method for dengue modeling that in-
corporates partial cross-enhancement in secondary infections. This approach involves the modi-
fication of three established models to include partial cross-enhancement: a foundational model
without temporary cross-immunity (TCI) [58], a model integrating stochastic seasonality and
co-infection [3], and a vector-host model featuring cross-temporary class with deterministic sea-
sonality [7]. The authors posit that the multi-annual oscillations observed in dengue dynamics
are not solely influenced by enhancement effects. Instead, these oscillations are a result of the
interaction between enhancement and other contributing factors [5].

In parallel, Bosch et al. [169] have applied a pattern-oriented modeling (POM) strategy to
evaluate various dengue models. These models are characterized by a blend of temporary cross-
protective immunity, cross-enhancement, and seasonal driving forces [5]. The objective was
to determine the models’ effectiveness in reflecting the primary aspects of dengue dynamics.
Their findings suggest that to accurately mimic observed patterns in environments with low
seasonality, an extended period of cross-protection is necessary [169]. Conversely, in scenarios
with pronounced seasonal influences, the incorporation of an Antibody-Dependent Enhancement
(ADE) parameter becomes essential [169].

In their analysis of the impact of control strategies, Pandey and Medlock [133] utilized SIR-based
deterministic models specific to dengue to examine the immediate and enduring outcomes fol-
lowing the introduction of vaccines [5]. The model’s straightforward approach revealed potential



CHAPTER 7. DENGUE EPIDEMIC MODELLING 49

large temporary surges in the number of disease cases post-vaccination introduction, anticipated
to manifest within a 15-year timeframe, assuming moderate levels of vaccine efficacy and coverage
[5]. Despite vaccinations’ potential to reduce the overall number of infections over an extended
period, the authors highlighted the critical need to account for the likelihood of significant case
spikes in the formulation of health policies. Notably, these findings were disseminated prior to
the availability of any vaccine trial data [5]. Further, Aguiar et al. [12] devised an age-specific
model, which, upon validation and calibration using existing vaccine trial data [78], indicated
that a substantial decrease in hospital admissions would be feasible only if the vaccine were
administered to individuals previously infected by dengue. Conversely, the model predicted a
marked rise in hospital admissions if the vaccine were administered indiscriminately, including
to those without prior exposure to the virus [5]. In their more recent investigation, Kabir et
al. [92] introduced a model to assess the implications of Antibody-Dependent Enhancement
(ADE) in the context of two distinct vaccination scenarios: one for seronegative individuals (pri-
mary vaccination) and another for seropositive individuals (secondary vaccination). Utilizing
a vaccination game framework, the study explored the interplay between ADE and the cost-
effectiveness of voluntary vaccination strategies [5]. The findings of the model suggested that
vaccination of seropositives may be unnecessary if the vaccines provide effective protection to
seronegative individuals. However, it is important to note that, as of the current state of affairs,
the only authorized dengue vaccine is not recommended for seronegative individuals, rendering
the study’s conclusions currently inapplicable to actual practice [5].

7.3 Vector-host Transmission Models

Addressing the intricate interactions between vectors, hosts, and pathogens, along with devising
effective disease management strategies such as vector control and immunization, necessitates the
incorporation of additional variables and assumptions into the modeling framework, grounded
in empirical data. Hu et al. [88] conducted a comparative analysis of three models, each varying
in their level of complexity: a host-to-host model, which omits vector dynamics; a vector-host
model that includes a latency class solely for vectors, introducing a separate compartment for
mosquitoes that are infected but not yet infectious, thereby unable to transmit the disease during
their latency period; and a more comprehensive vector-host model that incorporates latency
compartments for both vectors and hosts. The findings demonstrated that the explicit inclusion
of vector dynamics tends to stabilize the complex interactions observed within the host-to-host
model [5]. The study concluded that the mere assumption of cross-protection was insufficient to
account for the complexities observed in the data. Instead, it was necessary to incorporate the
effect of ADE, which intensifies the transmission of secondary infections, to accurately depict the
epidemiological data, challenging the conclusions drawn in previous studies [105, 8, 7].

Incorporating vector dynamics into host-to-host models can be efficiently achieved using a basic
Susceptible-Infected (SI) type model, as proposed by Rashkov et al. [135]. This approach
is exemplified in their work with a minimalistic multi-strain vector-host transmission model
that considers two dengue serotypes and accounts for only two possible infections. Rashkov
et al. [135] provide a comprehensive description of the model, detailing its structure and the
underlying assumptions that facilitate the integration of vector dynamics into traditional host-
centric frameworks [5].

In their study on a host-vector model for dengue encompassing two strains, TCI for hosts, and
the potential for secondary infections, Rashkov et al. [135] delve into the analysis of endemic
equilibria within both single-strain and dual-strain frameworks. They conducted a bifurcation
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Figure 7.5: Minimalistic multi-strain vector-host transmission model that considers two dengue
serotypes and accounts for two possible infections proposed in [135] by Rashkov et al. Figure
from [135].

analysis and drew comparisons with the dual-strain host-to-host model outlined in prior research.
Echoing findings similar to those reported by Hu et al. [88], Rashkov et al. [135] discovered that
incorporating vector dynamics directly into host-centric models markedly simplifies the system’s
complexity [5]. Nonetheless, the introduction of annual seasonal variations in mosquito biting
rates, achieved through sinusoidal adjustments to mosquito population numbers, reintroduces
complex dynamics into the model [5]. This complexity arises under the same parameter con-
ditions that lead to complex dynamics in the study referenced earlier, illustrating the nuanced
impact of vector behavior on disease transmission models [5].

Murillo et al. [128] introduced a model incorporating two dengue virus genotypes within the
vector-host framework. A genotype refers to the genetic makeup of the virus, indicating the spe-
cific genetic variations within a serotype. These variations are found within the RNA sequences
of the virus and can influence its behavior and characteristics. The research presented by Murillo
et al. [128] highlights how competitive interactions between dengue virus genotypes can signif-
icantly influence the long-term dynamics of dengue fever [5]. Their findings indicate that even
a minimal likelihood of vertical transmission, transmission from an infected female mosquito to
her eggs, can critically affect the outcomes of dengue fever outbreaks, influencing whether an
outbreak fails, becomes invasive, or leads to endemicity within a population [5]. Subsequently,
Anggriani et al. [20] developed a multi-serotype dengue model that considers the possibility of
reinfection with the same dengue serotype. Through sensitivity analysis, they demonstrated the
significant impact of the reinfection parameter on the dynamics of both primary and secondary
infections, although the biological premise of increased infectivity during secondary homologous
serotype infections remains subject to debate [5].

Lourenço et al. [116, 115] explored the dynamics of dengue through a multi-strain vector-host
model that incorporates an explicit mosquito vector component, TCI following primary infection,
and seasonal variations in mosquito biting rates [5]. In one of their studies [115], stochastic
simulations were utilized to examine the invasion dynamics of a new dengue genotype within a
population already hosting four dengue serotypes [5]. This work assessed the determinants of
successful genotype fixation and its epidemiological impacts, underscoring the importance of the
epidemiological context over viral fitness for the emergence of new serotypes [115, 5]. In another
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study [116], they investigated both spatial and non-spatial aspects of multi-strain dengue models,
revealing that spatially explicit models can exhibit a wide range of epidemiological dynamics even
in the absence of immunological interactions among different strains [5].

Coudeville and Garnett [45] advanced a sophisticated age-structured model that incorporates
both vector-host interactions and serotype-specific compartments, with the inclusion of seasonal
variations [5]. Their analysis highlighted the significance of short-term cross-protection, lasting
between 6 to 17 months, as essential for accurately mirroring empirical observations [5]. The
model’s ability to accommodate sequential infections by all four dengue serotypes, as opposed to
merely two, was particularly effective in fitting the data. The findings from their study suggest
that vaccination could reduce both the frequency and severity of dengue outbreaks and modify
the age distribution of disease incidences [5, 45]. Furthermore, by integrating vaccine dynamics
into their model, the researchers demonstrated that the net effect of vaccination is contingent
upon both its efficacy and the duration of protection it offers [45, 5].

Building upon the framework similar to that of Coudeville and Garnett [45], Knerer et al. [100]
formulated a model that also incorporates seasonality, age structure, and the possibility of suc-
cessive infections by all four dengue serotypes. This model successfully aligned with Thailand’s
national data by factoring in seasonal patterns and TCI among the serotypes [5]. The study
assessed the influence of integrated vector control and vaccination strategies on the transmission
of dengue. The findings indicated that while the combination of vaccination and other con-
trol strategies yields greater efficacy, even a vaccine with limited effectiveness could beneficially
impact dengue transmission dynamics. Utilizing this model, the authors further explored the
cost-effectiveness of various well-established dengue prevention strategies and their combinations
[101]. An exploratory analysis was conducted to assess the impact and cost-efficiency of employ-
ing the Wolbachia bacterium as a biological vector control strategy. This offered insights into the
potential benefits of widespread adoption of such measures [5]. Ndii et al. [130, 131] conducted
an analysis on the impact of Wolbachia on the dynamics of dengue transmission through a mathe-
matical model that integrates vector-host interactions and accounts for two dengue serotypes [5].
Their research indicates that Wolbachia’s introduction markedly diminishes dengue transmission
[130] and presents advantages when considering the coexistence of multiple dengue serotypes
[131].

Knipl and Moghadas [102] introduced a vector-host model for dengue that encompasses two
serotypes, taking into account factors such as Antibody-Dependent Enhancement (ADE), cross-
protection, and seasonal variations. Their analysis, informed by vaccine efficacy data from studies
[39, 176], concluded that the eradication of the disease is unattainable [102]. Although increased
vaccination coverage could reduce infection rates, the model predicts a rise in severe cases,
attributed to ADE or the decline in immunity over time [102, 5].

Maier et al. [117] constructed a model that incorporates ADE to determine the most effective
vaccination age against dengue in Brazil. By analyzing Brazilian epidemiological data, they
calculated the basic reproduction number and identified the optimal vaccination ages for the
four dengue serotypes, revealing that these ages vary according to the prevalent serotypes [117,
5]. González Morale et al. [71] proposed a mathematical model featuring two dengue virus
strains, a vector mosquito population, and temporary cross-immunity (TCI). This model was
used to assess the impact of different vaccination strategies, considering variables such as vaccine
efficacy, transmission rates, and the duration of cross-immunity [71]. The findings underscored
the significant role of cross-immunity duration in reducing disease incidence and influencing the
overall dynamics of disease transmission [5].
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Figure 7.6: Vector-host compartmental model proposed by Coudeville and Garnett in [45]. As
per the description from [45], rounded rectangles correspond to compartments and ellipses to
factors influencing the transition from one compartment to another. Figure from [45].
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Hendron and Bonsall [85] developed an epidemiological model to study the transmission of the
dengue virus between vectors and hosts [5]. Their research focused on the synergistic effects of
vector control, specifically through genetically modified sterile insect techniques (SIT), combined
with vaccination within small networks [5]. They found that while strategies combining multiple
interventions are generally more effective, the deployment of imperfect control measures could
lead to adverse outcomes. The model also highlighted how host movement within these limited
networks could increase the intensity of outbreaks [5, 85].

Falcón-Lezama [57] proposed a model that elucidates the critical roles played by demographic
and spatial structures in the initiation, expansion, and control of epidemics. By segmenting
the human population into distinct areas based on mobility patterns and incorporating separate
submodels for both host and vector populations, the study highlights the influence of highly
mobile groups [5, 57]. It identifies local dilution effects and spatial connectivity, represented
by the vector-host ratio and the range of regular movement patterns, respectively, as primary
drivers of disease spread [5, 57].

Mishra and Gakkhar [123, 124] explored the vector-host dynamics of dengue using two distinct
models. In [123], Mishra and Gakkhar developed a model that considers two geographical regions
each harboring different dengue serotypes, aiming to assess the impact of human migration on
dengue prevalence [5]. The findings suggest that emigration reduces the basic reproduction
number in the originating region, whereas immigration exerts an inverse effect. In another study
[124], a model incorporating two dengue serotypes and the concept of Antibody-Dependent
Enhancement (ADE) was scrutinized. This analysis indicated that an elevated ADE factor
could enhance the persistence of the second serotype [5, 124].

Champagne and Cazelles [40] undertook a comparative analysis of deterministic and stochastic
models in the context of dengue transmission [5]. Their study examined five compartmental mod-
els of increasing complexity, which included features such as vector-borne transmission, explicit
representation of asymptomatic infections, and interactions between different virus serotypes
[40]. These models were evaluated for their ability to replicate dengue data from rural Cambo-
dia. The results demonstrated that while deterministic models offer a close approximation of
average trends at a lower computational cost, stochastic models provide a more nuanced reflection
of the uncertainty inherent in parameters and simulations [5, 40].

Bock and Jayathunga [30] formulated a multi-patch vector-host dengue model that integrates
the role of mosquitoes carrying the Wolbachia bacterium as a biological control strategy, aimed
at either diminishing viral levels within mosquitoes or curtailing their lifespan [5]. The numerical
analyses from this model indicate that Wolbachia-infected vectors contribute to a reduction in
the mosquito population, thereby curtailing the spread of dengue [30]. In a separate study, Shim
[160] devised a mathematical model to explore dengue transmission and vaccination dynamics,
accounting for the effects of ADE and varying immunological responses in humans [5]. The
model sets forth an optimal control problem to minimize the costs associated with both dengue
infections and vaccinations over a specified timeframe [5, 160].

Ghosh et al. [66] presented a qualitative assessment and optimal control strategy for a dengue
model encompassing multiple strains and the possibility of co-infections. The model proposes
three control measures aimed at diminishing infection rates in both humans and mosquitoes:
public awareness campaigns to prevent mosquito bites, medical treatment for infected individu-
als, and efforts to reduce mosquito populations [5, 66]. The effectiveness of these strategies was
evaluated under constant and time-varying conditions using Pontryagin’s Maximum Principle,
revealing that a combination of human awareness and treatment is more efficacious than pairing
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mosquito eradication efforts with treatment [66]. Xue and colleagues [194] developed a compre-
hensive two-infection multi-strain vector-host dengue model that includes latent classes for both
hosts and vectors. Through sensitivity analysis, the study pinpointed key factors influencing
dengue’s transmission dynamics [5]. The model, which accounts for temporary cross-immunity
(TCI), did not delve into the specifics of this parameter. It further assessed two control mea-
sures—enhancing public awareness and improving mosquito control strategies—under the lens
of optimal control, applying Pontryagin’s Maximum Principle and considering the associated
economic implications [194, 5].



Chapter 8

Multi-objective multi-armed
bandits

In the current literature on multi-objective multi-armed bandit (MOMAB) algorithms, two pri-
mary categories exist. The first category comprises algorithms that strive to identify the entire
set of Pareto optimal arms without considering the utility function or preferences of the deci-
sion maker. The second category includes those that integrate the utility function or prefer-
ences. In this study, these categories are referred to as preference-unaware MOMAB algorithms
and preference-incorporating MOMAB algorithms, respectively. The preference-incorporating
MOMAB algorithms either require some prior definition of the preferences of the user to estab-
lish an order between the arms within the Pareto front, or attempt to learn the preferences of
the decision maker through query based interactions with the user at runtime.

An interesting observation that stems from this literature review, and is confirmed by [140], is
the lack of literature on pure MOMAB algorithms for Pareto front identification (PFI) where
the preference of the user is not taken into account. It is, however, important to note that
within the space of multi-objective optimization problems, Bayesian Optimization algorithms
exist that incorporate MABs for their acquisition function [140]. These Bayesian Optimization
algorithms can be used to solve MOMAB settings like the one we propose but are beyond the
scope of this dissertation. This PFI setting is essentially the multi-objective extension of the best-
arm identification setting for single-objective MABs discussed in Section 5.2. This setting is of
particular interest since it corresponds exactly to the objective of this dissertation: to provide the
decision maker with the complete set of possible trade-offs between different optimal vaccination
strategies, without making any assumptions about their preferences. The contributions in this
area that were made within this study can be found in Chapter 10.

8.1 Preference-incorporating MOMAB algorithms

8.1.1 Constrained lower confidence bound

In their work, Kagrecha et al. [93] introduce a novel algorithm termed Constrained Lower
Confidence Bound (Con-LCB) designed to address the complexities inherent in multi-objective
multi-armed bandit (MOMAB) problems, particularly those that entail constraints. Central

55
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to their contribution is the provision of a logarithmic regret guarantee, signifying that the al-
gorithm’s frequency of selecting non-optimal arms remains logarithmically proportional to the
decision-making horizon [93]. This characteristic ensures an efficient convergence towards opti-
mal decisions over time. Furthermore, Con-LCB is distinguished by its capability to ascertain,
with a high degree of certainty, the feasibility of a given problem instance in relation to predefined
constraints, thereby enhancing decision-making accuracy.

The algorithm’s optimality is asserted to be within a universal constant, suggesting that advance-
ments in algorithmic complexity are unlikely to yield significantly superior results [93]. This
assertion underlines the robustness of Con-LCB in navigating the decision space of MOMAB
problems. The authors advocate for a constrained optimization approach to multi-criterion
decision-making, where one attribute is optimized while adhering to constraints on others, a
perspective that is relatively underexplored in the domain of MOMABs.

Kagrecha et al. elaborate on the operational framework of Con-LCB, where the attributes of
objectives and constraints are encapsulated by functions g0 and g1, respectively. These functions
map a set of choices C to real values R with the constraint threshold denoted by τ ∈ R. The
algorithm classifies arms into feasible and infeasible categories based on their compliance with
the constraint g1(v(·)) ≤ τ , thereby guiding the selection process towards viable solutions.
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Figure 8.1: Representation of both the feasible and infeasible instance for the Con-LCB algo-
rithm. The left panel shows four distinct arms where the optimal arm respects the constraint
g1(v(·)) ≤ τ and thus is considered feasible. Arm 2 has a lower value for g0, so could be a better
arm than arm 1. However, it does not respect the constraint set by the user with respect to τ .
The right panel shows a case where none of the arms respect the constraint, so the one with the
smallest constraint gap is considered the optimal arm.

In the context of a feasible instance, an optimal arm is characterized by its minimization of
g0(v(·)) subject to the constraint g1(v(·)) ≤ τ . Conversely, for infeasible instances, the optimal
arm is defined by the minimal value of g1(v(·) that necessitates a relaxation of the constraint until
at least one arm meets the criteria. This nuanced approach to defining optimality underscores
the algorithm’s adaptability to varying problem instances.

The Con-LCB algorithm operates on the principle of optimism under uncertainty, employing
lower confidence bounds (LCBs) to maintain a set of potentially feasible arms and to facilitate the
arm selection process [93]. This methodology underscores the algorithm’s reliance on probabilistic
bounds to navigate the uncertainty inherent in MOMAB problems. The feasibility flag, set at
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the conclusion of the decision-making horizon, serves as a binary indicator of the presence of
viable solutions, further exemplifying the algorithm’s utility in practical scenarios.

Algorithm 6: Constrained Lower Confidence Bound, from [93]

Input: A MOMAB with K arms, a constraint τ , arm pull budget T
Play each arm once
for t = K + 1 to T do

Set K̂t =
{
k : ĝ1,Nk(t−1)(k)−

√
log(2T 2)

a1Nk(t−1) ≤ τ
}

if K̂t ̸= ∅ then
Set L0(k) = ĝ0,Nk(t−1)(k)−

√
log(2T 2)

a0Nk(t−1)

Play arm k†t ∈ argmink∈K̂t
L0(k)

else

Set L1(k) = ĝ1,Nk(t−1)(k)−
√

log(2T 2)
a1Nk(t−1)

Play arm k†t ∈ argmink∈[K] L1(k)

if K̂T ̸= ∅ then
Set feasibility flag = true

else
Set feasibility flag = false

In summary, Kagrecha et al.’s 2023 work [93] on the Con-LCB algorithm marks a significant
advancement in the field of constrained multi-objective multi-armed bandits. By introducing a
robust, optimally bounded solution that adeptly navigates the complexities of constrained deci-
sion environments, this research contributes valuable insights and methodologies to the domain,
promising enhanced decision-making efficiency in multi-criterion contexts.

8.1.2 uMAP-UCB and interactive Thompson sampling

In the exploration of multi-objective multi-armed bandit (MOMAB) algorithms, the 2017 study
by Roijers et al. [147] provides an insightful examination of the interactive Thompson Sampling
(ITS) and its comparison with the uMAP-UCB algorithm. The principal aim of these algorithms
is to optimize user interaction within an online interactive multi-objective reinforcement learning
(MORL) setting, thereby minimizing user regret. This involves a dual interaction with both the
environment and the user, necessitating a learning process about the reward at time t, denoted as
r(t), as well as the user’s preferences and weightings, u and ω, to ultimately optimize u(E[r(t)], ω).

Drawing upon the work of Zoghi et al. [207], who explored relative bandits in a model where
reward vectors are not directly observable, the approach adopted by Roijers et al. [147] involves
interacting with users through pairwise comparison queries either before or after an arm pull.
This interaction diverges from Zoghi et al. [207] by presenting users with estimations of expected
reward vectors for comparison, rather than outcomes from single arm pulls. Users are then asked
to express a preference between two vectors, r1 and r2, with the preference denoted as r1 ≻ r2.
At any given timestep t, the algorithm has access to a dataset C of j such preference pairs, with
j ≤ t, indicating the cumulative number of comparisons up to that point.

The framework does not impose a fixed limit on the number of user comparisons, constrained only
by the finite time horizon T , a constraint that equally applies to the number of arm pulls. The
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assumption that u(µ, ω) is a linear utility function allows for the estimation of the true weights
ω∗ using Bayesian logistic regression. This method not only provides a maximum a posteriori
estimate of ω∗ but also a posterior distribution over these weights, enhancing the precision of
the utility function estimation.

In aiming to minimize user regret, the study emphasizes the importance of not overburdening the
user with excessive queries, recognizing the potential for such interactions to be time-consuming
and potentially intrusive. The proposed algorithms, therefore, strive to reduce both the expected
user regret and the number of queries per timestep as the interaction progresses. This objective
is pursued through the adoption of two advanced classes of algorithms: the Upper Confidence
Bound (UCB) and Thompson Sampling, both of which are traditionally employed in single-
objective bandit scenarios but are here adapted to the multi-objective context to enhance user
experience and algorithm efficiency.

Utility-MAP Upper Confidence Bound

In the advancement of multi-objective multi-armed bandits, the utility-MAP Upper Confidence
Bound (uMAP-UCB) algorithm, as introduced by Roijers et al. [147], represents a significant
adaptation of the traditional UCB framework to accommodate multi-objective decision-making
contexts. This algorithm is distinctive for its integration of explicit exploration bonuses and
its method for deciding when to engage the user through queries. The decision-making process
involves computing the maximum a posteriori (MAP) of the utility function to ascertain the
optimal arm based on the best mean estimate and on the best mean estimate augmented by
an exploration bonus [147]. When these two optimal arms diverge, the uMAP-UCB algorithm
solicits user input through pairwise comparisons between the estimated mean reward vectors of
the respective arms [147].

The uMAP-UCB algorithm is grounded in the UCB methodology, which is well-established in
single-objective multi-armed bandits, where actions are selected based on the arm’s estimated
mean rewards plus an exploration bonus. This exploration bonus serves to construct an upper
confidence bound for the true mean rewards of the arms. Applying this approach to MOMABs
introduces several challenges: the necessity to account for a user’s linear utility function with an
unknown weight parameter ω∗, the selection of actions based on the current MAP estimate of
the weight vector ω, and the objective to estimate ω∗ while concurrently reducing the frequency
of user queries over time without significantly impacting user regret.

To estimate w∗, the algorithm employs Bayesian logistic regression, assuming a linear utility
function and utilizing pairwise comparisons as the data source. A multi-variate Gaussian prior
is set on the weights, leading to the MAP estimate of the weights at each iteration’s outset [147].
This estimate is then projected onto the simplex for d objectives, ensuring adherence to simplex
constraints, which is crucial for the algorithm’s exploration bonuses and regret bounds.

In selecting which arm to play, uMAP-UCB follows the standard UCB schema, incorporating
the expected scalarised reward (ω · µa)∀a ∈ A and an exploration bonus. This method pre-
supposes that the weight estimates are independent of the mean reward estimates, allowing for
objective pairwise comparisons by the user unaffected by previous actions and comparisons. The
exploration bonus is adaptable, reducing to single-objective MAB exploration bonuses when the
weight is focused on a single objective, and considering tighter bounds for more evenly distributed
weights, although this aspect requires further exploration [147].

uMAP-UCB’s querying mechanism is closely tied to its exploration strategy, ensuring continuous
user engagement to refine the weight estimates over time. This approach guarantees that the
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Algorithm 7: Utility-MAP UCB, from [147]

Input: A MOMAB with K arms, a prior π(·) on the distribution of ω, a comparison
history C = ∅, arm pull budget T

µa ← initialize with single pull ∀a ∈ A
n
(t)
a ← 1,∀a ∈ A

for t = K + 1 to T do
ω ← MAP(ω|C) // Update estimate of ω
ā∗ ← argmaxa ω · µa

a(t) ← argmaxa(ω̄ · µa + c(ω̄,µa, n
(t)
a , t))

r(t) ← play a(t) and observe reward

Update µa(t) with r(t)

n
(t)

a(t) ← n
(t)

a(t) + 1

if ā∗ ̸= a(t) then
c(t) ← user comparison for µā∗and µa(t)

C ← C ∪ c(t)

algorithm does not cease querying, thus avoiding the risk of persistently favoring a suboptimal
arm due to inaccurate weight estimates [147]. The algorithm’s design aims to diminish the
number of user queries over time while ensuring that the exploration mechanism remains active,
thereby balancing exploration with the minimization of user burden and regret [147].

Interactive Thompson sampling

In the realm of MOMABs, the work of Roijers et al. [147] introduces a novel approach through
their Interactive Thompson Sampling (ITS) algorithm. This algorithm extends the principles of
Thompson Sampling, a method known for its efficacy in single-objective multi-armed bandits,
to accommodate the complexities inherent in multi-objective optimization and interactive user
preference elicitation.

Thompson Sampling, traditionally employed in single-objective MABs, is recognized for its abil-
ity to outperform UCB algorithms by starting with a prior distribution on the parameters of
each arm’s reward distribution, subsequently updating these priors with empirical data to form
posterior distributions. The arm with the highest expected reward, based on sampled parameters
from these posterior distributions, is then selected for pulling [147].

Building upon this foundational strategy, ITS adapts Thompson Sampling for MOMABs by
incorporating an additional layer of complexity: sampling not only from the posteriors of the
reward distribution parameters of each arm but also from the posteriors of the user’s utility func-
tion parameters. This dual-sampling mechanism enables ITS to integrate user preferences into
the decision-making process, thereby aligning arm selection with both the anticipated rewards
and the user’s objective preferences.

At each iteration t, ITS independently draws two sets of samples: one for the reward distribution

parameters of each arm, µ̃
(t)
1 and µ̃

(t)
2 , and another for the utility function parameters: η̃

(t)
1 and

η̃
(t)
2 [147]. The first set of samples is utilized to determine the arm to be played by maximizing the

expected product of the sampled utility weights and the sampled mean rewards for each arm.
This process assumes that the weights and rewards can be independently sampled from their
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respective posterior distributions, a crucial assumption that underpins the ITS methodology.

The second set of samples serves a distinct purpose: to assess the necessity and mode of user
interaction. By comparing the actions selected by both sets of samples, ITS determines whether
a discrepancy exists. If such a discrepancy is present, indicating divergent best-arm selections
between the two sample sets, ITS engages the user by requesting a pairwise comparison between
the expected rewards of the arms selected by each sample set [147].

Algorithm 8: Interactive Thompson Sampling, from [147]

Input: A MOMAB with K arms, priors πω(·) and πr(·) on the distributions of ω and the
arms’ reward distributions, a comparison history C = ∅ and reward history
H(0) = ∅, arm pull budget T

for t = 1 to T do

µ̃
(t)
1 , µ̃

(t)
2 ← draw 2 samples from πu(·|H(t−1))

η̃
(t)
1 , η̃

(t)
2 ← draw 2 samples from πω(·|C)

a
(t)
1 ← argmaxa EP (r,ω|a,µ̃(t)

1 ,η̃
(t)
1 )

[ω · r]

a
(t)
2 ← argmaxa EP (r,ω|a,µ̃(t)

2 ,η̃
(t)
2 )

[ω · r]

r(t) ← play a
(t)
1 and observe reward

H(t) ← H(t−1) ∪ {a(t)1 , r(t)}
if a

(t)
1 ̸= a

(t)
2 then

µ
1,a

(t)
1
← E

P (r|a(t)
1 ,µ̃

(t)
1 )

[r]

µ
2,a

(t)
2
← E

P (r|a(t)
2 ,µ̃

(t)
2 )

[r]

c(t) ← user comparison for µ
1,a

(t)
1

and µ
2,a

(t)
2

C ← C ∪ c(t)

As ITS progresses and the posterior distributions for both rewards and user preferences become
more precise, the algorithm experiences a reduction in both suboptimal arm pulls and the ne-
cessity for user queries. This reduction is attributed to the increasing alignment between the
sampled actions and the true optimal actions, reflective of both the anticipated rewards and the
user’s utility preferences [147]. Thus, ITS not only offers a sophisticated approach to navigating
the multi-objective decision space but also efficiently incorporates user feedback to refine its un-
derstanding of the utility landscape, thereby enhancing the decision-making process in MOMAB
environments.

8.1.3 Multi-objective Top-Two Thompson Sampling (MOTTTS)

Multi-objective optimization in the context of multi-armed bandit (MAB) problems is a challeng-
ing task that necessitates balancing multiple objectives simultaneously. The Multi-objective Top-
Two Thompson Sampling (MOTTTS) algorithm extends the single-objective Top-Two Thomp-
son Sampling (TTTS) to the multi-objective setting by learning multivariate belief distributions
over the arms.

The MOTTTS algorithm incorporates a utility function, u, which is initially unknown and must
be inferred over time through interaction with a decision maker. This utility function helps
in determining the best arm to pull by providing a framework to understand and rank the
multivariate samples from the arm belief distributions. The interaction with the decision maker
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allows for the refinement of the belief distribution over u, which in turn improves the accuracy
of the arm selection process [140].

In practice, the utility function is often a human decision maker who finds it challenging to
express preferences in absolute numerical terms due to the unnatural and error-prone nature of
such expressions. Instead, humans are more consistent in expressing preferences relatively, such
as preferring one option over another. This is supported by studies (Tesauro, 1988; Zoghi et al.,
2014) that indicate humans find relative feedback easier and more consistent over time [140].

To leverage this relative feedback, MOTTTS translates the process into a binary classification
task. Given two propositions, r0 and r1, the goal is to predict whether the decision maker prefers
r0 over r1. Formally, this preference is denoted as r0 ≻ r1. Each interaction with the decision
maker is thus recorded as a pair ⟨⟨r0, r1⟩, r0 ≻ r1⟩ and stored in an interaction history H(t) [140].
This history is crucial for updating the belief distribution over the utility function.

At the start, the algorithm assumes no prior knowledge of the utility function, treating all
possible utility functions with equal weight. With each new interaction, the likelihood of each
utility function is updated to reflect the decision maker’s preferences [140]. Specifically, utility
functions that match the decision maker’s past answers are assigned higher likelihoods, while
those that do not are assigned lower likelihoods. The weight ω of a utility function f given the
history H(t) of relative queries is defined as:

ω =
∏

h∈H(t)

∣∣(rh0 ≻ rh1 )− η
∣∣ (ω⊤rh0 ≥ ω⊤rh1 ),

where η accounts for potential mistakes or changes in preference from the decision maker. When
η = 0, only the utility functions for which all answers match the decision maker’s preferences
have a non-zero probability of being sampled, ensuring that these utility functions are equally
likely to be chosen [140].

In summary, MOTTTS provides an effective framework for multi-objective optimization in MAB
problems by incorporating human feedback to update the belief distributions over both arms and
the utility function. This approach leverages human consistency in relative preference expression
to enhance the accuracy and reliability of the arm selection process.

8.2 Preference-unaware MOMAB algorithms

In this section, four different variants of preference-unaware multi-objective multi-armed bandit
(MOMAB) algorithms are presented. All algorithms presented in this section are algorithms
for regret minimization, all aiming to minimize their cumulative and unfairness regrets while
navigating the exploration-exploitation trade-off in their own unique way: UCB, Thompson
sampling, Knowledge gradient, and an Annealing approach.

The DENV MOMAB setting this dissertation aims to propose as one of its main contribu-
tions does not align completely with the regret minimization setting that these algorithms were
designed for. Instead, it is an instance of the Pareto front identification (PFI) problem for
MOMABs. However, their preference-unaware nature does align with the needs of this study.
Furthermore, when considering single-objective MAB algorithms, it is often the case that best-
arm identification algorithms and algorithms for regret minimization are closely related to one
another, where the former has an additional emphasis on exploration. Some examples are the
UCB algorithm with a larger value for the exploration-regulating hyperparameter κ, and the
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close relation between Thompson sampling and Top-two Thompson Sampling. These facts, com-
bined with the lack of pure MOMAB algorithms for Pareto front identification [140], makes
these algorithms very valuable to examine within the context of this dissertation1. They might
be suitable for adaptation to the MOMAB PFI setting.

Within this context, each of the algorithms presented in this part of this literature review has been
reproduced based on the original publications in which they were proposed. Their implemen-
tations were verified by examining their cumulative Pareto regrets and cumulative unfairness
regrets. This was achieved on a test-bed consisting of a bi-objective Bernoulli bandit with 4
Pareto optimal arms and 16 suboptimal arms. For these experiments, the bandit algorithms pre-
sented in this part of the literature review were evaluated over the course of 250,000 arm pulls.
This experiment was repeated 100 times to obtain an average regret minimization performance
for each of the algorithms. This running experiment with the same test bed was also used to
compare the performance of the different algorithms discussed in this section.

8.2.1 Linear scalarized and Pareto Upper Confidence Bound

In this section, the multi-objective multi-armed bandit (MOMAB) algorithms introduced by
Drugan and Nowe in 2013 [51] will be delved into, specifically focusing on the scalarized and
Pareto upper confidence bound approaches. Their groundbreaking work extends the traditional
Upper Confidence Bound (UCB) algorithm, originally designed for single-objective scenarios,
to the multi-objective domain. They introduce three innovative adaptations: Scalarized UCB1,
Pareto UCB1, and Improved scalarized UCB1 [51].

Similar to their single-objective counterparts, these algorithms estimate the mean reward µa

for each objective D across all arms a ∈ A. Additionally, they incorporate a mechanism to
account for the uncertainty of these rewards, employing a one-sided confidence interval based
on the Chernoff-Hoeffding bounds [51]. This interval is crucial as it represents the confidence in
the estimated rewards, thereby guiding the algorithm to explore arms that are potentially more
rewarding but have been less frequently selected.

Firstly, the Scalarized UCB1 algorithm, detailed in Algorithm 8 will be looked at. This algorithm
operates with two primary inputs: a MOMAB with K arms, and a set of scalarization functions
S. To kick-start Scalarized UCB1, it initially considers each scalarization function from S for
every arm a ∈ A [51]. As a result, at the onset, the total amount of arm pulls n(t) up to time t,

is initialized to K, and the count of selections for each arm under every scalarization, n
(t)
a , starts

at 1 [51].

Following this setup phase, the algorithm enters its main loop. At every step, it picks a scalariza-
tion function, fs, from S at random. With fs selected, the algorithm then computes a scalarized
estimate of the mean reward for each arm, incorporating a confidence bound that reflects the
number of times both the scalarization function and the arm have been chosen [51]. The arm
with the highest aggregate of these computed terms is then selected for the next action, and its
resulting reward is recorded [51].

Upon observing the reward, the algorithm updates the mean reward estimate for the selected
arm based on this new data. Concurrently, it adjusts the counts to reflect the newly made
arm selection [51]. This process dynamically balances exploration and exploitation by updating

1It is, however, important to note that within the space of multi-objective optimization problems, Bayesian
Optimization algorithms exist that incorporate MABs for their acquisition function [140]. These Bayesian Opti-
mization algorithms can be used to solve MOMAB settings like the one we propose but are beyond the scope of
this dissertation.
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Algorithm 9: Scalarized UCB1, from [51]

Input: A MOMAB with K arms, set of scalarization functions S = (f1, · · · , fs, · · · , fS)
µa ← initialize with single pull ∀a ∈ A
n
(t)
a ← 1,∀a ∈ A

n(t) ← K
for t← K to +∞ do

Select a function fs ∈ S uniformly at random
for a← 1 to K do

Calculate fs(µa) +

√
2ln(n(t))

n
(t)
a

Select the optimal arm a
(t)
s that maximizes fs(µ

a
(t)
s
) +

√
2ln(n(t))

n
(t)

a
(t)
s

Play a
(t)
s and observe r(t)

Update n(t), n
(t)

a
(t)
s

, and µ
a
(t)
s

its understanding of each arm’s potential based on the latest outcomes and the diversity of
scalarization functions considered.

Algorithm 10: Pareto UCB1, from [51]

Input: A MOMAB with K arms
µa ← initialize with single pull ∀a ∈ A
n
(t)
a ← 1,∀a ∈ A

n(t) ← K
for t← K to +∞ do

for a← 1 to K do

Calculate µa +

√
2ln(n(t) 4√

DK)

n
(t)
a

Select the Pareto optimal arms A∗ such that ∀i ∈ A∗ and ∀j /∈ A∗,

µj +

√
2ln(n(t) 4√

DK)

n
(t)
j

⊁ µi +

√
2ln(n(t) 4√

DK)

n
(t)
i

Select a(t) uniformly at random from A∗

Play a(t) and observe r(t)

Update n(t), n
(t)

a(t) , and µa(t)

Next, the Pareto UCB1 algorithm is delved into, another pivotal approach similar to the Scalar-
ized UCB1 but with its unique methodology. Pseudo code for this algorithm can be found in
Algorithm 9. This algorithm also only takes a MOMAB with K arms as its input. The ini-
tialization process is straightforward: each arm is sampled once [51]. During each cycle of the
algorithm, it calculates for every arm the aggregate of its average reward vector and the corre-
sponding confidence interval. From these computations, a set of Pareto optimal arms, denoted
as A∗, is derived. This set distinguishes the Pareto optimal arms, meaning that for any arm j
not in A∗, there exists at least one arm i within A∗ that outperforms j [51] in terms of both
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reward and confidence:

µj +

√√√√2ln(n(t) 4
√
DK)

n
(t)
j

⊁ µi +

√√√√2ln(n(t) 4
√
DK)

n
(t)
i

From the set of Pareto optimal arms A∗, an arm is chosen at random and executed [51]. This
selection mechanism ensures equitable treatment of all Pareto optimal choices. Following this,
updates are made to the mean value µa(t) and the general counters to reflect this action [51].

As a third algorithm, Drugan and Nowe also propose an improved version of the scalarized
UCB1 algorithm. This improved algorithm is designed to mitigate the problem of unfairness
between arm pulls in scalarized algorithms, when the shape of the Pareto front is non-convex
[51]. A solution to the scalarized multi-objective UCB1 problem is to create an algorithm that
retains only the most effective scalarized UCB1 instances. This approach focuses on maintaining
a minimal set of the highest-performing scalarized UCB1s, while eliminating any superfluous
instances [51]. The criterion for a scalarized UCB1 to be considered essential is its frequency
and uniformity in selecting Pareto optimal arms – such a scalarized UCB1 is regarded as both
effective and fair. Conversely, a scalarized UCB1 that infrequently or unevenly selects Pareto
optimal arms is deemed redundant and is subsequently removed upon reaching a predetermined
level of confidence.

Algorithm 11: Improved scalarized UCB1, from [51, 53]

Input: A MOMAB with K arms, set of scalarization functions S = (f1, · · · , fs, · · · , fS),
arm pull budget T

Set ∆̃0 ← 1, and B0 ← S

for all rounds m = 0, 1, . . . ,
⌊
1
2 log2

T
e

⌋
do

if |Bm| > 1 then
for all f j ∈ Bm do

Play the scalarized UCB1 for nm ←
⌈
2·log(T ∆̃2

m)

∆̃2
m

⌉
times

For each arm i, update µi

else
Choose the only function in Bm until T is reached

Find the Pareto optimal reward set of round m, A∗
m, using the mean reward vectors µi

for all f j ∈ Bm do

if minℓ∈Bm
ϕℓ
m +

√
log(T ∆̃2

m)
2nm

< ϕj
m −

√
log(T ∆̃2

m)
2nm

then

Delete f j

Update Bm+1 to the remaining scalarizations

∆̃m+1 ← ∆̃m

2

The refined algorithm for the improved scalarized multi-objective UCB1 is outlined in Algorithm
10. The horizon T is presumed to be known beforehand, and the initial set of scalarizations is
denoted by B0 ← S [51]. A unique scalarization function f j is linked to each instance of
scalarized UCB1 from Algorithm 8. These instances are executed for a fixed number of times
nm. The enhanced algorithm operates over m rounds, with the frequency nm of each scalarized
UCB1 instance’s execution incrementally increasing in each round [51]. Upon completion of all
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(a) Cumulative Pareto regrets and cumulative unfairness regret for the Pareto UCB1 and Linear scalar-
ized UCB1 algorithms over 250,000 arm pulls, averaged over 100 runs of the experiment, together with
the 95% confidence interval around the mean.
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(b) Arm pull frequencies for the Pareto UCB1 and Linear scalarized UCB1 algorithms over 250,000 arm
pulls, averaged over 100 runs of the experiment, together with the 95% confidence interval around the
mean frequency. Pareto optimal arms are shown in green.

Figure 8.2: Comparison of the average Pareto and unfairness regrets, as well as the respective
average arm pull frequencies between Pareto UCB1 and Linear scalarized UCB1.
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scalarized UCB1 runs, the Pareto optimal set of arms for that round, denoted A∗
m, is determined

from the aggregate mean reward vectors µi across all instances. For each scalarized UCB1, the
unfairness ϕj

m in the current round m is computed [51]. A scalarization function is removed if
the difference between its unfairness and the smallest unfairness in the set, minus the confidence
interval, is greater than this smallest unfairness plus the confidence interval [51]:

min
ℓ∈Bm

ϕℓ
m +

√
log(T ∆̃2

m)

2nm
< ϕj

m −

√
log(T ∆̃2

m)

2nm

This procedure is then iteratively applied after updating the set of remaining scalarizations,
Bm+1, and the confidence interval factor ∆̃m+1 [51].

In the study conducted by Drugan, Nowé, and Manderick, explored in [53], an enhanced version
of the Upper Confidence Bound algorithm, termed the Improved Pareto Upper Confidence Bound
(iPUCB) algorithm, is presented. This variant is designed for multi-objective multi-armed bandit
(MOMAB) scenarios, where the challenges include handling multiple, potentially conflicting,
objectives. Specifically, the iPUCB algorithm aims to efficiently identify the Pareto optimal set
by eliminating suboptimal choices. It accomplishes this by comparing each candidate against the
established Pareto front and removing those whose average performance is confidently deemed
inferior [53].

An important aspect of their investigation is the introduction of a novel regret measurement
derived from the Kullback-Leibler divergence [53]. This metric is tailored to more precisely
assess the efficacy of MOMAB algorithms. The results from their experiments suggest a notable
advancement in performance with the iPUCB algorithm, particularly in its ability to discern
and discard lesser options, thus refining the balance between exploration and exploitation in
environments governed by multiple objectives [53].

Their methodology involved evaluating the proposed algorithm against a bi-objective Bernoulli
reward distribution, inspired by the practical scenario of optimizing a wet clutch system [53].
Both theoretical analyses and empirical evidence support the conclusion that the iPUCB algo-
rithm stands as a superior alternative to the Pareto UCB1 algorithm, demonstrating efficiency
in navigating the complex landscape of multi-objective optimization [53].

8.2.2 Linear scalarized and Pareto Thompson Sampling

In the domain of multi-objective multi-armed bandits (MOMABs), Yahyaa & Manderick [199]
introduce an innovative adaptation of Thompson Sampling, a method traditionally applied in
single-objective scenarios, to enhance the decision-making process within multi-objective frame-
works. This adaptation, manifested through Linear Scalarization Function Thompson Sampling
(LSF-TS) and Pareto Thompson Sampling (PTS), aims to balance the exploration-exploitation
trade-off across multiple objectives by assigning a selection probability to each arm within each
objective. In the paper presented by Yahyaa & Manderick [199], these probabilities are derived
from a Beta distribution, facilitating the selection process based on either a linear scalarization
of these probabilities (LSF-TS) or the Pareto dominance relation (PTS) [199]. In the rest of
this section, notation has been changed ftom using a Beta prior to a general multivariate prior
distribution π(·) over the arms’ reward distributions.

LSF-TS, shown in Algorithm 11, simplifies the multi-objective problem into a single-objective one
by applying a linear scalarization function to the samples for each of the objectives associated with
each arm, thus selecting the arm with the highest scalarized function value. The scalarization
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Algorithm 12: Linear Scalarization Function Thompson Sampling (LSF-TS), from [199]

Input: A MOMAB with K arms, set of scalarization functions S = (f1, · · · , fs, · · · , fS), a
prior π(·) and history H(0) = ∅

for t← 1 to +∞ do
Select a function fs ∈ S uniformly at random
for i← 1 to K do

µ̃(t)
a ∼ π(·|H(t−1))

Select the optimal arm a
(t)
s that maximizes fs(µ̃(t)

a )

Play a
(t)
s and observe r(t)

H(t) ← H(t−1) ∪ {a(t)s , r(t)}

function effectively transforms the vector of samples obtained for each objective, into a single
scalar expected reward. Conversely, PTS employs the Pareto dominance relation to identify a
set of non-dominated arms, known as the Pareto front, and selects uniformly at random from
this set to ensure optimal exploration while exploiting the best-performing arms [199].

The operational framework of PTS begins with an initial assumption that success and failure
rates are equal across all objectives for each of the arms. At each timestep, PTS samples a vector
of expected rewards for each arm from the posterior distribution π(·|H(t−1)), using these sampled
probabilities to select non-dominated arms based on Pareto dominance [199]. A randomly chosen
arm from this optimal set is then pulled, and the outcomes are used to update the success and
failure rates contributing to the calculation of Pareto and unfairness regrets.

Algorithm 13: Pareto Thompson Sampling (PTS), from [199]

Input: A MOMAB with K arms, a prior π(·) and history H(0) = ∅
for t← 1 to T do

for i← 1 to K do

µ̃(t)
a ∼ π(·|H(t−1))

Select the Pareto optimal arms A∗ such that ∀i ∈ A∗ and ∀j /∈ A∗, µ̃
(t)
j ⊁ µ̃

(t)
i

Select a(t) uniformly at random from A∗

Play a(t) and observe r(t)

H(t) ← H(t−1) ∪ {a(t), r(t)}

Similarly, LSF-TS operates under the premise that each arm initially has the same expected
reward for each of the objectives. It then selects a scalarization function at random, samples the
probability vectors under this function using the posterior distribution π(·|H(t−1)), and performs
linear scalarization to transform the multi-objective problem into a single-objective one. The
optimal arm is selected based on the maximization of this scalarized function, with subsequent
pulls updating success and failure rates and contributing to regret calculations [199].

Through the introduction of LSF-TS and PTS within the MOMAB framework, Yahyaa & Man-
derick [199] extend the utility of Thompson Sampling to multi-objective contexts. Their compar-
ative analysis reveals that PTS exhibits superior performance over LSF-TS in minimizing Pareto
and unfairness regrets, thus highlighting the effectiveness of incorporating the Pareto dominance
principle in multi-objective decision-making processes. This advancement underscores the poten-
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(a) Cumulative Pareto regrets and cumulative unfairness regret for the Pareto Thompson Sam-
pling/UCB1 and Linear scalarized Thompson sampling/UCB1 algorithms over 250,000 arm pulls, aver-
aged over 100 runs of the experiment, together with the 95% confidence interval around the mean.
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(b) Arm pull frequencies for the Pareto Thompson Sampling/UCB1 and Linear scalarized Thompson
sampling/UCB1 algorithms over 250,000 arm pulls, averaged over 100 runs of the experiment, together
with the 95% confidence interval around the mean frequency. Pareto optimal arms are shown in green.

Figure 8.3: Comparison of the average Pareto and unfairness regrets, as well as the respective
average arm pull frequencies between Pareto Thompson Sampling/UCB1 and Linear scalarized
Thompson Sampling/UCB1.
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tial of Thompson Sampling in navigating the complex landscape of multi-objective optimization,
offering a robust methodology for achieving balanced and informed decisions across diverse ob-
jectives.

8.2.3 Linear scalarized and Pareto Knowledge Gradient

In their works from late 2014 [202] and early 2015 [198, 201], Saba Q. Yahyaa, Madalina M.
Drugan, and Bernard Manderick propose an extension of the knowledge gradient (KG) policy for
the multi-objective multi-armed bandit (MOMAB) problem with the aim to efficiently identify
and exploit the Pareto optimal arms. in their papers, they propose three variants of these new
KG based MOMAB algorithms: Pareto Knowledge Gradient, Scalarized Knowledge Gradient by
arms, and Scalarized Knowledge Gradient by objectives [198, 201, 202].

The Knowledge Gradient policy, introduced by I.O. Ryzhov and Frazier [153], assigns to each
arm i ∈ A, with |A| = K, an index V KG

i as follows:

V KG
i = σ̂i ∗

(
−

∣∣∣∣∣
µi − max

j ̸=i,j∈K
µj

σ̂i

∣∣∣∣∣
)

where σ̂i =
σi

ni
is the Root Mean Square Error (RMSE) of the estimated mean of arm i [198, 201].

The auxiliary function x(ζ) = ζΦ(ζ) + ϕ(ζ) integrates the standard normal density ϕ(ζ) =
1√
2π

exp
(
− ζ

2

)
with its cumulative distribution Φ(ζ) [198, 201]. The KG policy prefers the arm

i with the highest index V KG
i , particularly those arms that have been explored less [198, 201].

These are characterized by larger standard deviations σ̂i, implying limited knowledge about their
actual means µi [198, 201, 202]. KG thus embodies a trade-off between the exploration of less
familiar arms and the exploitation of known performers by selecting the arm a(t) as follows:

a(t) = argmax
i∈K

(
µi + (T − t)V KG

i

)
.

Here, t represents the time step and T the total number of arm pulls, essentially the experiment’s
horizon [198, 201, 202].

[196] suggest that the KG policy is a formidable contender in the single-objective multi-armed
bandit landscape. Moreover, the KG policy’s lack of parameters requiring tuning positions it as
an intuitive choice for the MOMAB problem [198, 201, 202].

The Pareto Knowledge Gradient (Pareto-KG) employs the Pareto partial order to organize arms
[198, 201, 202]. The pseudocode for Pareto-KG is presented in Algorithm 13. At each time step
t, Pareto-KG computes an exploration boundary ExpB for each arm a, denoted as ExpBa =
[ExpB1

a, . . . ,ExpB
D
a ] [198, 201, 202]. This boundary is dependant upon the estimated means and

standard deviations of all arms. Specifically, for a given dimension d, the exploration boundary
ExpBd

a is determined by the following calculation:

ExpBd
a = (T − t) ∗KD ∗ vda

vda = σ̂
d

a ∗ x

−
∣∣∣∣∣∣
µd

a −maxk ̸=a
k∈A

µd
k

σ̂
d

a

∣∣∣∣∣∣
 , ∀d ∈ D
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Algorithm 14: Pareto Knowledge Gradient, from [198, 201, 202]

Input: A MOMAB with K arms, number of objectives D, arm pull budget T , number of
initialization phases P

for p← 1 to P do
∀a ∈ A, play arm a and update the estimate for µa and σ2

a

for t← P ·K to T do
for a← 1 to K do

Calculate µa + ExpBa

Select the Pareto optimal arms A∗ such that ∀i ∈ A∗ and ∀j /∈ A∗,
µj + ExpBj ⊁ µi + ExpBi

Select a(t) uniformly at random from A∗

Play a(t) and observe r(t)

Update µa(t) , σ2
a(t) , and na(t)

where vda is the index of arm a for dimension d, T is the experiment’s horizon representing the
total number of time steps, K is the total number of arms, D is the number of dimensions, and

σ̂
d

a is the root mean square error of an arm for dimension d which equals σ̂d
a/
√
na [198, 201, 202].

na denotes the number of times arm a has been played. Following the calculation of each arm’s
exploration boundary, Pareto-KG aggregates the exploration bound of arm a with the respective
estimated mean [198, 201, 202]. Consequently, Pareto-KG selects the optimal arms i that are
not dominated by any other arms. Pareto-KG then chooses uniformly and at random one of the
optimal arms a(t) ∈ A∗, where A∗ encompasses the set of Pareto optimal arms as identified by
the KG policy [198, 201, 202]. Subsequent to the selection of the chosen arm a(t), Pareto-KG
updates the estimated mean µa(t) vector, the estimated standard deviation σ2

a(t) vector, and

the number of times arm a(t) has been selected Na(t) [198, 201, 202].

The Linear Scalarized-Knowledge Gradient across arms strategy (LS1-KG) immediately trans-
forms the multi-objective estimated mean µi and estimated standard deviation σ2

i of each arm
into a single-dimensional format, followed by the calculation of the corresponding exploration
boundary ExpBi [198, 201, 202]. At each step t, LS1-KG assigns weights to both the esti-
mated mean vector and the estimated variance vector, for each arm i, thereby reducing the
multi-dimensional vectors to a singular dimension by summing their elements. For each arm,
KG formulates an exploration boundary that is contingent on the metrics of all other arms and
selects the arm that maximizes the sum of the estimated mean and the exploration bounds
[198, 201, 202].

The process as implemented by LS1-KG is as follows:

µ̃i = f j(µi) = w1µ̂1
i + . . .+ wDµ̂D

i ∀i

σ̃2
i = f j(σ2

i ) = w1σ̂2,1
i + . . .+ wDσ̂2,D

i ∀i

σ̃
2
i =

σ̂2
i

ni
∀i

vi = σ̃i × x

−
∣∣∣∣∣∣
µ̃i − max

j ̸=i,j∈A
µ̃j

σ̃i

∣∣∣∣∣∣
 ∀i

where f j is a linear scalarization function defined by a set of predetermined weights (w1, . . . , wD).
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Figure 8.4: Cumulative Pareto regrets and cumulative unfairness regret for the Pareto Knowledge
Gradient/UCB1 and Linear scalarized Knowledge gradient/UCB1 algorithms over 250,000 arm
pulls, averaged over 100 runs of the experiment, together with the 95% confidence interval around
the mean.

The transformed estimated mean and variance for arm i are given by µ̃i and σ̃2
i , respectively.

These are one-dimensional values where σ̃
2
i represents the modified RMSE of arm i. The index

vi stands as the KG index for arm i, obtained through the scalarization function [198, 201, 202].
Subsequently, LS1-KG chooses the arm with the highest aggregate of the estimated mean and
the exploration bound as the optimal arm i∗LS1−KG:

i∗LS1−KG = max
i=1,...,K

(µ̃i + ExpBi)

= max
i=1,...,K

(µ̃i + (T − t)×KD × vi)

The Linear Scalarized-Knowledge Gradient across dimensions (LS2-KG) calculates the explo-
ration bound ExpBi for each arm, that is ExpBi = [ExpB1

i , . . . ,ExpB
D
i ], and incorporates it into

the respective estimated mean vector µi. This approach essentially reduces the multi-objective
problem into a single dimension. At each iteration t, LS2-KG evaluates the exploration bounds
for every dimension of each arm, aggregates the estimated means across dimensions together
with their corresponding exploration bounds, and distills the information into a single scalar by
summing over the vectors of each arm. The operation of LS2-KG across dimensions is delineated
as follows:

f j(µi) = w1(µ̂1
i + ExpB1

i ) + . . .+ wD(µ̂D
i + ExpBD

i ) ∀i

The LS2-KG method selects the optimal arm a(t) that yields the maximum f j(µi):

i∗LS2−KG = arg max
i=1,...,K

f j(µi)



CHAPTER 8. MULTI-OBJECTIVE MULTI-ARMED BANDITS 72

0 5 10 15
Arm index

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

Pu
ll 

fr
eq

ue
nc

y

(a) Pareto UCB1 arm pull frequencies
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(b) Linear scalarized UCB1 arm pull frequencies
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(c) Pareto Knowledge Gradient arm pull frequen-
cies
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(d) Linear scalarized Knowledge Gradient across
arms arm pull frequencies
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Figure 8.5: Arm pull frequencies for the Pareto Knowledge Gradient/UCB1 and Linear scalar-
ized Knowledge gradient/UCB1 algorithms over 250,000 arm pulls, averaged over 100 runs of
the experiment, together with the 95% confidence interval around the mean frequency. Pareto
optimal arms are shown in green.
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8.2.4 Annealing Pareto

In their work on the multi-objective multi-armed bandit (MOMAB) problem, Saba Q. Yahyaa,
Madalina M. Drugan, and Bernard Manderick propose the Annealing Pareto algorithm as a
solution to the exploration-exploitation trade-off inherent in such problems [200, 197]. The
MOMAB problem involves an agent selecting one arm from a set of arms at each time step, with
each arm providing a reward vector across multiple objectives. The goal is to efficiently explore
and exploit the set of Pareto optimal arms.

Figure 8.6: The intuition behind the Annealing Pareto algorithm. From [197].

The Annealing Pareto algorithm, shown in Algorithm 14, introduces a decaying parameter,
ϵt, which balances exploration and exploitation over time. Initially, ϵt is high to encourage
exploration, but it decreases exponentially to focus more on exploitation as time progresses
[200, 197]. This approach ensures that the algorithm starts with a broad exploration of all arms,
but gradually narrows down to exploit the most promising arms.

The Annealing Pareto algorithm uses the Pareto dominance relation to track the optimal arms
and updates the ϵ-Pareto front at each time step [200, 197]. The intuition behind this is visualized
in Figure 8.6. The parameter ϵt decreases over time, transitioning the focus from exploration to
exploitation. This method ensures a comprehensive initial exploration phase, gradually honing
in on the arms with the highest estimated means as the experiment progresses.

In the original study [200] performance of the Annealing Pareto algorithm was compared against
other algorithms such as Pareto-UCB1, Pareto-KG, and Pareto Thompson Sampling in a multi-
objective Bernoulli distribution setup. The experiments demonstrated that the Annealing Pareto
algorithm outperforms the others in terms of both cumulative Pareto regret and unfairness regret.
However, these experiments were limited to 1,000 arm pulls. The experiments with 250,000 arm
pulls conducted within the context of this dissertation, visualized in Figures 8.7 and 8.8, show that
the annealing algorithm is very effective at identifying some Pareto optimal arm and consistently
exploiting this arm, thus resulting in a very low Pareto regret. It also becomes clear that the
Annealing Pareto algorithm does not exploit all arms within the Pareto front equally, resulting in
a significantly higher unfairness regret when compared to the baseline UCB MOMAB algorithms.

The results validate that the Annealing Pareto algorithm effectively manages the exploration-
exploitation trade-off by dynamically adjusting the exploration parameter, leading to good per-
formance in multi-objective optimization tasks.
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Figure 8.7: Cumulative Pareto regrets and cumulative unfairness regret for the Annealing Pareto,
Pareto UCB1 and Linear scalarized UCB1 algorithms over 250,000 arm pulls, averaged over 100
runs of the experiment, together with the 95% confidence interval around the mean.
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(a) Pareto UCB1 arm pull frequencies
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(b) Annealing Pareto arm pull frequencies

Figure 8.8: Arm pull frequencies for the Annealing Pareto and Pareto UCB1 algorithms over
250,000 arm pulls, averaged over 100 runs of the experiment, together with the 95% confidence
interval around the mean frequency. Pareto optimal arms are shown in green.
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Algorithm 15: Annealing Pareto, from [200]

Input: A MOMAB with K arms, number of objectives D, an intial ϵt and decay parameter
ϵdecay ∈ [0, 1], number of initialisation phases P

initial ϵ-Pareto front set A∗
ϵ (0)← A

for p← 1 to P do
∀a ∈ A, play arm a and update the estimate for µa

for t← P ·K to +∞ do

ϵt = ϵ
t/(KD)
decay // Update decaying parameter

for d← 1 to D do
Sd(t) = ∅
µ∗

d = max
1≤i≤A

µd
i

for a← 1 to K do
if µd

a ∈ [µ∗
d − ϵt,µ

∗
d] then

Sd(t)← Sd(t) ∪ {a}

S(t)← S1(t) ∪ S2(t) ∪ . . . ∪ SD(t)
Sdifference ← A∗

ϵ (t− 1)− S(t)
for a ∈ Sdifference do

if µk ⊁ µa, ∀k ∈ A then
S(t)← S(t) ∪ {a}

A∗
ϵ (t)← S(t)

Select an optimal arm a(t) uniformly, at random from A∗
ϵ (t)

Play a(t) and observe r(t)

Update µa(t)

8.3 Evolutions and variants of the MOMAB framework

In this final section of the literature review on multi-objective multi-armed bandits, a number of
interesting evolutions and variants of the MOMAB framework will be discussed.

One 2018 study by Drugan introduces a novel approach to the MOMAB regret minimization
problem [52]. The paper titled “Covariance Matrix Adaptation for Multiobjective Multiarmed
Bandits” explores the use of an extended version of the Upper Confidence Bound (UCB) algo-
rithm. The proposed algorithm, Covariance Matrix Adaptation for Pareto UCB (CMA-PUCB),
addresses the complexity of handling stochastic reward vectors with correlated objectives.

One of the significant contributions of this paper is the derivation of an upper bound for the regret
created by pulling suboptimal arms. The bound is expressed in terms of the logarithmic number
of arms K, objectives D, and samples n [52]. Moreover, the paper addresses the challenge of
unknown covariance matrices between objectives and provides an upper bound for approximating
these matrices. This aspect of the study is crucial for practical implementations where covariance
structures are not known a priori [52].

To validate the theoretical findings, Drugan conducts simulations in a three-objective stochastic
environment. The results from these simulations demonstrate the applicability and effectiveness
of the CMA-PUCB algorithm in real-world multiobjective optimization problems. This empirical
evidence supports the theoretical contributions and showcases the potential of the proposed
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method in various applications [52].
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Chapter 9

Dengue epidemic modelling

9.1 Reproduction of the 2016 Ferguson et al. model

In this section the partial reproduction of the Dengue virus epidemiological model proposed in
2016 by Ferguson et al. [61] will be discussed. At the time of conducting their research, the
first internationally approved dengue vaccine, the Sanofi-Pasteur Dengvaxia [82] vaccine, had
been approved in six countries. In their paper titled “Benefits and Risks of the Sanofi-Pasteur
Dengue Vaccine: Modeling Optimal Deployment” [61] the authors discuss the development,
efficacy, and potential public health impact of the first approved dengue vaccine, Dengvaxia
[61]. The authors mention that the development of this vaccine was relatively difficult when
compared to vaccines for other flavivirus infections [61, 13]. Many studies agree that challenges
arise with the development of highly efficient and safe dengue vaccines due to the interactions
between the four different co-circulating dengue virus (DENV) serotypes. These interactions on
the immunological level cause immune-mediated enhancement of disease, also often referred to as
antibody-dependent enhancement or ADE [61]. Because of these adverse effects, modelling the
influence of the introduction of vaccination into the population is crucial. This allows decision
makers and public health specialists to make informed decisions about when and how to deploy
the available vaccines, while also being informed about the possible negative effect the vaccine
might have in some individuals. It is exactly the goal of this dissertation to present the decision
makers with the entire range of possible trade-offs of all potentially optimal vaccination strategies.

Dengvaxia is a recombinant chimeric live attenuated DENV vaccine based on a yellow fever 17D
vaccine backbone [61]. It was evaluated in two large multicenter phase III trials: one in Southeast
Asia involving about 10,000 children aged 2 to 14 years [39], and another in Latin America with
about 21,000 children aged 9 to 16 years [28]. The trials reported approximately 60% efficacy
against virologically confirmed symptomatic dengue disease and higher efficacy against severe
dengue [61, 39, 28]. The efficacy varied by serotype and was significantly higher in seropositive
recipients compared to seronegative ones at the time of vaccination.

In order to help future trials and provide additional insights into why these results might be
obtained, they developed an advanced model describing the dynamics of dengue fever within
a population with support for the simulation of different vaccination strategies. Because of
these features, this model was the ideal candidate to reproduce within the framework of this
dissertation.

78
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The authors developed mathematical models of DENV transmission to explore the vaccine’s
action and predict the potential consequences of its routine use. In their paper, they describe
how they first attempted to produce a simple model that had waning vaccine protection over
time, with a different starting protection/immunity depending on the serostatus of the individual
receiving the vaccine [61]. However, this model fit the data produced by the previously conducted
trials poorly [61].

This then led them to propose a different, more advanced model: a deterministic vector-host
model that consists of a number of compartments that partition the mosquito vector population
and the human host population [61]. The main contribution of this model, within the field of
modeling vaccination strategies against DENV, is that the immunological effect of vaccination is
modeled like a silent infection with one of the four DENV serotypes [61]. This means seronegative
recipients of the vaccine gain immunity that is comparable to the levels of immunity observed
in individuals who have experienced a single natural infection [103, 154, 155] with one of the
four heterologous DENV serotypes [61]. Conversely, vaccinating individuals who have previously
experienced a single DENV infection enhances their immunity to levels akin to those observed in
individuals with two natural infections. Consequently, their subsequent infection will not exhibit
the heightened severity typically associated with natural secondary infections. Instead, they
will experience a substantially lower risk of severe disease, akin to the risk seen in tertiary and
quaternary infections [61]. This process is illustrated in Figure 9.1.

Unvaccinated

Vaccinated 
susceptible

Vaccinated after 
primary infection

FirstSusceptible Second Third Fourth

Dengue infection

Low

High

Probabilty of symptomatic
disease upon infection

Figure 9.1: Overview of the different scenarios for the time at which people are vaccinated and
the severity of their infections. Reproduced from [61].

Apart from their explanation about the representation of vaccination as silent modeling, the
authors do not provide any additional information about the nature of their model in their main
paper. This information was found in the supplementary materials document [60] that served as
a guide for the actual reproduction of the model, but still provides relatively little information
about certain aspects of the model such as configuration of the ODE solvers and the initial
conditions used for the simulations. The model essentially consists of two major interacting
components: (i) a component model describing the dynamics within the mosquito population
and (ii) a component model describing the disease dynamics within the human population. The
component model describing the disease dynamics within the human population will be discussed
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first.

9.1.1 Host population disease dynamics model

As is often the case with epidemiological models, in the model proposed in [61, 60] the host
population is compartmentalised into different compartments or groups depending on various
factors. The model proposed by Ferguson et al. in 2016 essentially features three levels at which
the human host population is stratified.

Firstly, the human host population is stratified based on their age into a series of continuous
age groups. This is indicated by the a parameter in the differential equations describing their
proposed model [60]. The motivation for this stratification by age group is the relative risks
of infection endured by different age groups within the population. This allows for explicit
studying of the effects of vaccinating different age groups on the disease dynamics within the
entire population [61]. Within each of these continuous age groups, some individuals will be
infectious with one of the DENV serotypes to vectors. The mosquitoes that become infected then
might infect individuals from other age groups, resulting in an intricate interplay of infectious
pressure between age groups. These interactions between age groups can be thought of as an
almost fully connected graph where each of the nodes represent an age group and the edges
represent infectious pressure between age groups. This can be seen visualized in Figure 9.2.
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Figure 9.2: Mosquito driven interactions of infectious pressure between the different age groups
in which the human host population is compartmentalised.

The next level of stratification takes place within each of the distinct age groups in which the host
population was compartmentalised. Within each age group, individuals are assigned a compart-
ment based on their vaccination status v. There are three possible statuses for vaccination an
individual might have: 0 or unvaccinated, 1 or vaccinated while seronegative, and 2 or vaccinated
while seropositive. The only possible change in vaccination status occurs when an individual is
vaccinated. They then move from v = 0 to v = 1 or v = 2 based on their serostatus at the time of
partaking in the vaccination program. Once again, the different compartments containing indi-
viduals based on their vaccination status will interact with one another through the vectors that
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are also present within the environment. These interactions of infectious pressure between differ-
ent vaccination status-based compartments as well as the composition of the stratification based
on vaccination status, within the age-based stratification, can be seen schematised in Figure 9.3.
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Figure 9.3: Mosquito driven interactions of infectious pressure between the different vaccination
status-based groups in which the human host population is compartmentalised. The figure
also shows the composition of the vaccination status-based stratification within the age-based
stratification.

The third and final level of compartmentalization takes place within each of the vaccination status
based compartments. Within each of these groups, the human host population can be structured
into compartments based on their infection status. Within the model proposed by Ferguson et
al. in 2016 [61], there are two different parameterised infection statuses an individual can have:
Sθ and Rθ [60] where θ is a set of DENV serotypes i ∈ [1..4]. Sθ encapsulates all individuals
who were previously infected with the serotypes in the set θ and are immune to any infection
with them, but are currently susceptible to infection with any DENV serotype i /∈ θ [60]. Rθ

encapsulates all individuals who were previously infected with the serotypes in the set θ and are
immune to any new infection with one of those serotypes, and are currently temporarily protected
against heterologous infection due to a recent infection. As θ is a set containing any combination
of DENV serotypes i ∈ [1..4], the resulting model has huge amount of distinct compartments i
which the human host population is stratified.

Finally, combining all three levels of compartmentalisation results in the following human-related
state variables for the transmission model:

• Sv
θ (t, a): “Number of people of age a at time t with vaccine status v who were previously

infected and are now immune to serotypes in the set θ, but remain susceptible to infection
from all other serotypes i /∈ θ.” [60]

• Rv
θ(t, a): “Number of people of age a at time t with vaccine status v who were previously

infected and are now immune to serotypes in the set θ and are currently temporarily
protected against heterologous infection.” [60]

Figure 9.4 shows a diagram depicting the compartment model that is present within each vacci-
nation status-based group v and age group a. In this figure, the compartments of the top three
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rows of sequential infections with heterologous DENV serotypes have been collapsed. However,
all compartments for the bottom row are depicted as an example. Compartments for the top
rows can be represented analogously.
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Figure 9.4: Schematic representation of the compartment model proposed by Ferguson et al. in
[61]. From left to right, an individual can sequentially experience a total of four infections with
each of the DENV serotypes. The model also stratifies the population according to continuous
age classes a and a vaccination status v.

In this model, an individual starts in the dark blue compartments on the far left. They are
seronegative and hence θ is equal to the empty set ϕ. Seronegative individuals then have a
chance of becoming infected with one of the four different DENV serotypes and recovering from
this infection. The compartments corresponding to this primary infection are shown in orange.
After their primary infection, the individual can experience up to three more infections, depicted
in green, yellow, and blue respectively.

The flow of individuals between the different compartments of the model is described by the
following system of partial differential equations from [60]:

∂Sv
ϕ

∂t
+

∂Sv
ϕ

∂a
= pV (t)δ(a−AV )

[
δv,1S

0
ϕ − δv,0S

v
ϕ

]
−
∑
i

Λi(t)fv(a−AV )S
v
ϕ − µ(a)Sv

ϕ

∂Sv
θ

∂t
+

∂Sv
θ

∂a
= σRv

θ + pV (t)δ(a−AV )
[
δv,2S

0
θ − δv,0S

v
θ

]
−
∑
i/∈θ

Λi(t)fv(a−AV )S
v
θ − µ(a)Sv

θ

∂Rv
θ

∂t
+

∂Rv
θ

∂a
= pV (t)δ(a−AV )

[
δv,2R

0
θ − δv,0R

v
θ

]
+
∑
i∈θ

Λi(t)fv(a−AV )S
v
θ/i − [σ + µ(a)]Rv

θ

Within this system, θ/i is the set θ with element i removed, δ(x) is the Dirac delta function, δi,j
is the Kronecker delta, and µ(a) is the hazard of death for an individual of age a [60].

The age at which individuals are vaccinated is determined by AV . To further allow simulations
of possible vaccination strategies, at time t a proportion pV (t) of individuals can be vaccinated
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[60]. This function of time is modeled as a step function where TV is the time at which the
vaccination campaign is commenced:

pV (t) =

{
0 : t < TV

pV 0 : t ≥ TV

In the model proposed by the authors of the original paper, immunity of the human hosts to
natural infection is assumed to have two components: (i) a period after infection with one of the
serotypes during which the individual is completely protected against any other infection (Rv

θ),
and (ii) permanent protection from all serotypes an individual has already been infected with [60].
The temporary immunity after infection has a duration of 1/σ [60]. Protection against infection
as a result of vaccination is modeled to decay over time and is described in the supplementary
materials of the original paper by the relative risk function fv(τ) where τ represents the time
that has passed since vaccination.

Unvaccinated individuals : f0(τ) = 1

Individuals vaccinated while seronegative : f1(τ) = 1− V E− × h(τ)

Individuals vaccinated while seropositive : f2(τ) = 1− V E+ × h(τ)

Here, h(τ) is the decay function which models an exponential decay of protection after each dose
of vaccination with mean duration TD [60]:

h(τ) =

 exp(−τ/TD) : τ < 0.5
exp(−(τ − 0.5)/TD) : 0.5 < τ < 1
exp(−(τ − 1)/TD) : τ > 1

Both the decay of the protection against infection provided by the vaccine h(τ), as well as the
relative risk of infection based on the vaccination status of the individual fv(τ), are illustrated
in Figure 9.5.
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(a) Exponential decay of the protection offered by
the vaccine after each of the three administered
doses as a function of the time since vaccination.
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(b) Evolution of the relative risk of infection an
individual experiences based on their vaccination
status v and time since vaccination τ .

Figure 9.5: Visualization of waning protection h(τ) offered by vaccination (left panel) and the
associated relative risk of infection fv(τ) (right panel).

The final term in the differential equations describing the disease dynamics within the human
host population that needs to be discussed is Λi. This term represents the force of infection
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on humans due to serotype i and is the driving force behind new infections with that specific
serotype. In [60] Λi is given by:

Λi =
κβmh

M
Yi.

In this equation, κ represents the biting rate per mosquito, βmh is the probability of transmission
from mosquito to human,M is the total number of adult mosquitoes and Yi represents the number
of mosquitoes infectious with serotype i [60]. In this equation, the interactions between the host
component model and the vector component model become apparent as the infectious pressure
on humans is determined by the prevalence of the disease in the mosquito population, and vice
versa.

9.1.2 Vector population disease dynamics model

In this section, the component model describing the disease dynamics within the vector popula-
tion will be discussed. As dengue is a mosquito-borne disease, in [61] the mosquito population is
modeled as a Ross-Macdonald type model [60]. In this type of model, the vector population is
stratified into four main compartments: larvae (L), adult mosquitoes (A), infected mosquitoes
in the incubation phase (Hj

i ), and infectious mosquitoes (Yi). A schematic visualization of the
mosquito model presented in [60] can be seen in Figure 9.6.

𝐴

𝐻!! 𝐻!" 𝐻!# 𝐻!$ 𝑌!

𝐻"! 𝐻"" 𝐻"# 𝐻"$ 𝑌"

𝐻#! 𝐻#" 𝐻## 𝐻#$ 𝑌#

𝐻$! 𝐻$" 𝐻$# 𝐻$$ 𝑌$

𝐿

Larvae Adults

Incubation phases 1..4 Infectious

Figure 9.6: Schematic depiction of the Ross-Macdonald type model for describing the disease
dynamics within the vector population proposed in [61].

In this model, infections with heterologous serotypes are not considered as the mean life ex-
pectancy of the vectors is very low [61, 60]. The flux of vectors between compartments over time
is governed by the following system of differential equations from [60]:

dL

dt
= bM − αL− ωL

[
1 +

L

K(t)

]
dA

dt
= αL−

∑
i

ΨiA− ϵA

dHj
i

dt
= δ1,jΨiA+ 4η(1− δ1,j)H

j−1
i − (4η + ϵ)Hj

i for 1 ≤ j ≤ 4

dYi

dt
= 4ηH4

i − ϵYi
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In this system of equations, M represents the total adult female mosquito population size:

M = A+
∑
i,j

Hj
i +

∑
i

Yi,

b is the rate at which larvae are produced, 1/α is the mean development time of larvae, ω is the
mortality rate for larvae and ϵ is the mortality rate for adult mosquitoes [60]. The duration of
the incubation period before an infected mosquito becomes infectious is given by η [60]. The
model also takes into account the seasonal variability in the size mosquito population as a result
of the oscillating larval carrying capacity K throughout the year [60].

K(t) = K0[1 + ∆k sin(2πt)]

In this equation, K0 represents the base larval carrying capacity across the entire year, around
which the actual K oscillates throughout the seasons with amplitude ∆k where 0 ≤ ∆k ≤ 1 [60].
Oscillation of the larval carrying capacity over different time horizons can be seen visualized in
Figure 9.7.
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(a) Evolution of the larval carrying capacity
throughout a single year.
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(b) Evolution of the larval carrying capacity over
a duration of 5 years.

Figure 9.7: Oscillation of the larval carrying capacity K(t) over a single year and over the course
of 5 years. Within the period of each year, the carrying capacity reaches its maximum and
minimum value, modeling the influence of seasonality.

In this model, infections within the vector population are driven by Ψi, the force of infection on
mosquitoes due to serotype i [60]. Ψi is a complex expression that depends on the prevalence of
the different heterologous serotypes within the human host population:

Ψi(t) =
κβhm

N

∫ ∞

0

∫ TIP+TInf

TIP

∑
θ⊉i

[
cIvi|θ(t− τ, a) + (Θ− 1)cDv

i|θ(t− τ, a)
]
dτda

The first part of this expression consists of the biting rate per adult mosquito κ, the transmission
probability per bite from humans to mosquitoes βhm, and the size of the entire human host
population N [60]. Since the human host population was stratified into a series of continuous
age groups, an integral over all these age groups is taken to effectively calculate the infinite sum
of infectious pressure resulting from the infected individuals in each of these age groups. Humans
are infectious as soon as the intrinsic incubation period TIP ends and their infectiousness has
a duration of TInf [60]. Only infectious individuals contribute to the force of infection, so the
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integral is taken over this period of infectiousness to vectors. Within this double integral, a
summation is computed over the sum of two terms:

• cIvi|θ(t, a): Which is defined in [60] as the “Incidence at time t of infection with serotype i
in people with past exposure to serotype set θ, age a and vaccine status v.”, and

• cDv
i|θ(t, a): Which is defined in [60] as the “Incidence of symptomatic disease at time t

due to infection with serotype i in people with past exposure to serotype set θ, age a and
vaccine status v.”.

These are exactly the terms representing the individuals that are infectious with serotype i. As
individuals experiencing symptomatic disease carry a larger viral load, their influence in the
overall force of infection increased by the parameter Θ [60].

9.1.3 Reproduction of the component models

Within the context of this dissertation, the model proposed in [61] looked like the perfect can-
didate for reproduction and use in the final DENV MOMAB setting. As the model proposed
by Ferguson et al. in 2016 [61] is in essence a composition of two interacting component models
describing the disease dynamics within the vector and the host population, the choice was made
to start with the reproduction of each component model individually.

Starting with the reproduction of the mosquito model, the Wolfram Mathematica language was
selected. This language and execution environment feature a powerful syntax for programming
mathematical expressions in an elegant way that is close to the written form.

Within this framework, the decay of the protection against infection provided by the vaccine h(τ),
as well as the relative risk of infection based on the vaccination status of the individual and the
time passed since vaccination fv(τ) were successfully reproduced. Results can be seen visualized
in Figure 9.5. Then, the effect of seasonality on the larval carrying capacity was implemented and
the result can be seen in Figure 9.7. The force of infection on humans Λi due to serotype i was also
successfully reproduced and was then used to implement both the incidence of infection cIvi|θ(t, a)

and incidence of symptomatic disease cDv
i|θ(t, a). The reproduction of these components could

then be used to reproduce the force of infection on mosquitoes due to serotype i, Ψi. Since the
aim was to first reproduce each component model individually, all interactions with the human
model were assumed to be constant temporarily, and Ψi was successfully implemented.

The implementation of Ψi then allowed for the reproduction of the system of ordinary differential
equations governing the disease dynamics within the vector population. It is at this point that
some problems arose.

The first problem was due to the integration in Ψi over the period within which humans can infect
mosquitoes upon being bitten. There, a time-delay is introduced into the system of differential
equations. The ODE solver that is present in Wolfram Mathematica is able to solve systems of
delay-differential equations like the one that was being reproduced, however, it can only handle
discrete delays. As the expression for Ψi from [60] requires an integration over the time-delayed
terms, the differential equations presented in [60] have a continuous delay as opposed to a discrete
delay. After careful consideration, the decision was made to change the expression for Ψi in the
reproduced model to:

Ψi(t) =
κβhm

N

∫ ∞

0

TIP+TInf∑
τ=TIP

∑
θ⊉i

[
cIvi|θ(t− τ, a) + (Θ− 1)cDv

i|θ(t− τ, a)
]
da
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in which the integration is changed to a summation, resulting in a discrete delay that could be
processed by Wolfram Mathematica’s ODE solver.

With this change in place, and after careful review of the parameters used, the results shown in
Figure 9.8 were obtained. These graphs show the disease dynamics within the mosquito vector
population over a period of 10 years. This period is started 500 years after the beginning of the
simulation to allow the system of delay-differential equations to reach its equilibrium state.
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Figure 9.8: Different outputs of the reproduced component model describing the disease dynamics
of DENV within the vector population. The top left panel shows the amount of mosquitoes within
each of the four main compartments. The top right panel shows the amount of incubating
mosquitoes within each of the different incubation phases. The bottom left panel shows the
mosquitoes that are in the incubation phase of infection with each of the four DENV serotypes.
Finally, the bottom right panel shows the amount of infectious mosquitoes for each of the four
DENV serotypes.

After the reproduction of the component model describing the dynamics of dengue virus within
the vector population, the next step was to reproduce the component model describing the
dynamics of dengue virus within the host population. Due to the three different levels of stratifi-
cation, this component model has a significantly higher complexity than the previously discussed
vector component model, both from the conceptual point of view, as well as with regards to the
implementation. Specifically, the stratification into continuous age groups, and the stratification
with regards to all possible subsets θ of {1, 2, 3, 4} representing all different possible sequen-
tial infections individuals might experience with each of the serotypes, represented a significant
challenge for the reproduction.

As the Dirac delta function δ(x) and the Kronecker delta δi,j are native to Wolfram Mathematica,
all terms for the partial differential equations of the host model, apart from pV (t), were already
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implemented. This meant that after implementing pV (t), the equations only needed to be ini-
tialised and plugged into the existing ODE solver to model the interactions with the reproduced
vector model. Unfortunately, this phase was not successfully completed as the initialization of
equations across the continuous age groups was not successful. As was the case with the inte-
gration over the infectious period in humans, once again the use of continuous variables within
time delayed and partial different equations proved difficult.

In this case, no solution was found and the decision was made to dedicate our efforts towards the
reproduction of another suitable model. However, this reproduction provided a great amount
of learning opportunities about the intricacies of more complex models for dengue virus, and
some key insights into the disease dynamics were made. These were later leveraged in the model
used in the final DENV MOMAB setting discussed in Section 9.3. This partial reproduction
also provides a solid base for future work and continued reproduction efforts. One avenue might
be to discretize the age groups and adapt the model. However, this adaptation is non-trivial as
the continuous nature of the age groups is crucial for the implementation of certain parts of the
model.

9.2 Reproduction of the 2009 Recker et al. model

Long-term studies on the occurrence of dengue fever and dengue haemorrhagic fever show that the
rates of these diseases vary over several years and display complex cycles related to the behavior of
the four dengue virus serotypes. It s widely accepted that these patterns might result from what
is known as antibody-dependent enhancement (ADE). ADE occurs when a secondary infection
with a different serotype of the virus leads to increased viral replication. However, some studies
published around the same time as [137] have challenged this idea, suggesting that ADE alone
does not explain the timing and patterns of dengue cases, pointing instead to the possibility
of cross-immunity or external factors influencing these patterns. In their research, Recker et
al. demonstrate that ADE, by itself, can indeed create the observed periodic fluctuations and
the lack of synchronization in the activity of individual serotypes. The authors achieved this
by breaking down ADE into two effects: (i) it increases susceptibility to secondary infections
and (ii) it enhances the ability of the virus to spread from people with secondary infections.
They show that this approach not only requires a lower level of enhancement for ADE to match
real-world disease patterns but also diminishes the risk of the virus dying out due to stochastic
effects. Moreover, their analysis uncovers a delayed correlation between the dynamics of the
serotypes and the rates of disease, which is crucial for understanding the irregular timing of
dengue outbreaks.

The ADE effect makes the development of an effective vaccine extremely difficult. Because of
this, understanding and modeling the effects of ADE is of crucial importance when creating a
model that will be used to evaluate the effectiveness of different vaccination strategies, as is
the case in this study. The model proposed by Recker et al. [137] succeeds in simulating the
effects of ADE on the dynamics of dengue fever through the introduction of two well thought-out
parameters, as well as relatively limited changes to the equations describing the dynamics of the
disease within the population. Because of these characteristics, the model proposed in [137] was
the perfect model to reproduce (Section 9.2) and expand (Section 9.3) for the needs of this study,
after the partial success of reproducing the extremely complex model proposed by Ferguson in
2016 in Section 9.1.

In their paper [137], the authors introduce the results of a dengue transmission model that
utilizes two key parameters to capture the effects of antibody-dependent enhancement (ADE).
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The first parameter reflects the increased viral load during secondary infections, and the second
considers the heightened susceptibility to infections by different serotypes in individuals who
have previously been infected, facilitated by non-neutralizing cross-reactive antibodies [137].
By explicitly incorporating these two aspects, their model successfully reproduces the observed
patterns of dengue fever outbreaks and the dynamics of different dengue serotypes, without
relying on external influences like seasonal changes or random stochastic events [137].

The authors of the original paper [137] developed a straightforward mathematical model, con-
sisting of several compartments, to understand how four different dengue virus serotypes spread
within a population of potential hosts, which is similar to the study done by Cummings et al.
in 2005 [46]. Their model assumes that recovering from an infection with a certain dengue virus
serotype means you’re forever immune to that specific serotype, but it might make future infec-
tions with different serotypes worse. This assumption can be made because tertiary and fourth
Dengue infections are rare [67].

Under these conditions, the authors break down the population into specific groups: s represents
the share of people who haven’t caught any of the serotypes and are completely susceptible; yi
is the percentage of those currently infected with serotype i for the first time; ri indicates the
fraction that have recovered from infection with serotype i; yij is the slice of the population who
got a secondary infection with serotype j after already having recovered from an infection with
serotype i; and lastly, r is the portion that’s fully immune, having recovered from two infections
with heterologous serotypes [137]. A visual representation of the model proposed in [137] can be
seen in Figure 9.9.

The differential equations describing the model dynamics (from [137]) are given by:

ds

dt
= µ− s

4∑
k=1

λk − µs,

dyi
dt

= sλi − (σ + µ)yi,

dri
dt

= σyi − ri(µ+
∑
j ̸=i

γijλj),

dyij
dt

= riγijλj − (σ + µ)yij , i ̸= j,

dr

dt
= σ

4∑
i=1

∑
j ̸=i

yij − µr.

In their paper, the authors make a number of assumptions. The size of the population stays
constant throughout the population with the average host life expectancy 1/µ equal to 70 years
[137]. The average duration within which a person is infectious 1/σ is assumed to be 3.65 days
[137]. Furthermore, concurrent infections with different serotypes are not taken into account in
the model since they are assumed to be extremely rare [137]. The force of infection of serotype
i is given by the following expression from [137]:

λi = βi

yi +
∑
j ̸=i

ϕjiyij


In this expression, βi represents the transmission coefficient for serotype i. This parameter is set
to 400 per year in [137]. An important part of the contributions made by the model proposed
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Figure 9.9: Schematic representation of the model presented by Recker et al in [137]. From left
to right, an individual within the population starts as susceptible (s) and might become infected
with serotype i (yi). After recovering from the infection with serotype i (ri), the individual
might become infected with a second heterologous serotype j (yij). After having experienced two
consecutive infections, the person is assumed to be fully immune and moves to the r compartment.

in [137] is the representation of ADE through the introduction of two parameters γij ≥ 1 and
ϕij ≥ 1. These parameters represent “the enhancement of susceptibility to secondary infection”
and “the increase in transmissibility during secondary infection” respectively [137].

In their paper [137], the authors then continue by conducting experiments in which the ADE
related γ and ϕ parameters are varied, while the rest of the parameters are kept constant. This
allowed them to study the impact that ADE, and each of its components, might have on the
overall transmission and infection dynamics of the four different dengue serotypes [137].

In their experiments, the authors examined and compared different increasing combinations of the
proposed enhancement to susceptibility and enhanced transmission during secondary infections,
leading to the reproduced results in Figure 9.10. However, the first attempts at reproducing
the results obtained by the authors in their original paper, and thus verifying the correctness
of the reproduced model, were unsuccessful. Only a subset of the proposed combinations of ϕ
and γ yielded sound results, while others caused high degrees of numerical instability in the
ODE solver, resulting in results that were not viable for interpretation. Upon contacting the
authors of the paper, it became clear that they had failed to mention a so called importation
rate that causes an additional flux of individuals from the s compartment to the different yi
compartments, i.e. additional primary infections. This adjustment enhances the numerical
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Figure 9.10: Output of the reproduced model. The different graphs show the evolution of
the proportion of the population that is infected with each of the four different Dengue virus
serotypes. Each color in the figures represents a different serotype. The degree of ADE effects
increases throughout the figures as the enhancement in transmissibility ϕ increases from left to
right and the enhancement to susceptibility γ varies from top to bottom. These parameters take
on the values in (1, 1.9, 2.4). Other parameter values are β = 400, σ = 100, and µ = 1/70.
Reproduction of Figure 2 from [137].

stability of the simulation. Upon further examination of the importation rate, we hypothesized
that it might serve as an additional seeding mechanism necessary for simulating disease dynamics
over multiple millennia. After further correspondence with the authors, we concluded that the
persistence of dengue during the off-season or in regions not typically considered conducive to
dengue transmission remains an open research question. Adding this importation rate χi to the
differential equations describing the disease dynamics, yields the following adapted equations for
the number of susceptible individuals and individuals experiencing a primary infection:

ds

dt
= µ− s

(
4∑

k=1

λk + µ+

4∑
k=1

χk

)
,

dyi
dt

= s (λi + χi)− (σ + µ)yi.

Within the context of this reproduction, these modified equations were implemented in Python
and in the Wolfram Mathematica language.

The graphs that can be seen in Figure 9.10 are not identical to those presented in Figure 2 of the
original paper [137]. However, without knowing the initial conditions the authors used to solve
the system of ODEs, and without knowing the exact value they used for the importation rate χi
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for each serotype i ∈ 1..4, it is very difficult to obtain graphs that are identical to those presented
in the original study. For the initial conditions of this reproduction, it was assumed that 0.01% of
the population was infected with each of the different serotypes i ∈ [1..4]. The remaining 99.96%
of the population starts out as susceptible. At the start of the simulation, there are no primary
recoveries, secondary infections, nor individuals who have gained full immunity. Furthermore, a
value of 1× 10−6 was used for the importation rate χ.

Simulating the dynamics of Dengue fever with these initial conditions and parametrizations over
a period of 1100 years, a number of interesting observations can be made from the results shown
in Figure 9.10. It can be seen that increasing the enhancement in transmissibilty ϕ as a result of
ADE causes the prevalence of the disease to fluctuate over time, introducing epidemic periods.
The same is true when increasing the enhanced susceptibility as a result of ADE γ. Unlike the
results presented in the original paper, desynchronization between the different serotypes was
only achieved by increasing both enhancement parameters, leading to the belief that, in order to
obtain realistic results from the model proposed by Recker et al. [137], both ϕ and γ need to be
assigned values strictly greater than one.
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Figure 9.11: Evolution of the proportion of the population that is suffering from symptomatic
disease as a result of a primary infection (orange), suffering from symptomatic disease as a result
of a secondary infection (blue), is hospitalized as a result of a primary infection (yellow), and is
hospitalized as a result of a secondary infection (purple). The values for the ADE parameters ϕ
and γ are varied between 1.9 and 2.4, increasing from left to right and top to bottom respectively.

Given the evolution of primary infections yi and secondary infections yij over time, the pro-
portions for cases that result in symptomatic disease and hospitalizations used in the model
proposed by Ferguson et al. [61], can be used to examine the evolution of symptomatic disease
and hospitalizations over the integration period. In the work presented by Ferguson et al. in
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2016 [61], it is assumed that 45% of the primary infections will result in symptomatic disease
and 4% will result in a hospitalization. When considering secondary infections, due to the ADE
effect, these proportions rise to 80% of cases resulting in symptomatic disease and 16% resulting
in a hospitalization. Multiplying the proportion of the population that experiences a primary
infection y with these proposed proportions, yields the proportion of the population that ex-
periences symptomatic disease and need to be hospitalized upon a first infection. Identically,
using yij and the proportions for secondary infections, the proportion of the population that
experiences symptomatic disease and need to be hospitalized upon a secondary infection can be
visualized. This evolution can be observed in Figure 9.11. These values can be used as a metric
for the medical burden endured by the population as a result of Dengue fever. Therefore, one of
the key objectives of the algorithm comparing different vaccination strategies π will be to quickly
and efficiently identify the strategies that minimize this medical burden.

9.3 Expansion of the 2009 Recker et al. model

Because of the explicit modeling of the effects of ADE, and the results that are comparable to
those of real-world Dengue epidemics, the Dengue epidemic model proposed by Recker et al.
in 2009 [137] is a solid starting point to evaluate the efficacy of different vaccination strategies.
However, unlike many other studies, it does not include any compartments related to vaccination.
Furthermore, in real-world scenarios, vaccination programs often discriminate between different
age groups. These point require a dual expansion of the original model with (i) support for
vaccination of the population, and (ii) support for different age groups in which the population
can be stratified. In this section, the modifications and expansions that were made to facilitate
these changes will be discussed, starting with explicit support for vaccination programs.

9.3.1 Support for vaccination

One of the key goals of this study is to identify the set of optimal vaccination strategies among
a larger set of possible vaccination strategies. In order to achieve this goal, the model describing
the dynamics of Dengue fever within a population of potential hosts proposed in [137] needed to
be adapted to allow for the explicit representation of vaccination strategies.

Within the existing framework of compartment models to model infectious disease spread within
a population, this is achieved through the addition of compartments that are representative of
the partition of the population that has been vaccinated. The implementation used in this study
can be seen visualized in Figure 9.12.

In the extended model that is presented here, there are two additional compartments: v− and
v+. The v− compartment encapsulates the part of the host population that has been vaccinated
against Dengue fever at a time where they were seronegative. This means that up to that point in
time, they have never contracted an infection with one of the four heterologous DENV serotypes.
In this implementation, this is modeled as a flux of individuals moving from the compartment
containing susceptible individuals s, to the compartment containing vaccinated seronegative
individuals v−. The rate ν1 at which parts of the susceptible population become vaccinated and
move to the v− compartment, is determined by the particular vaccination strategy π that is
simulated by the model.

The second compartment that was introduced in this extension of the original model, is the
compartment v+ containing potential hosts that were vaccinated when that had already endured
an infection with one of the different DENV serotypes. In the adapted model that is presented
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Figure 9.12: Schematic representation of the model proposed in [137], expanded with two addition
compartments for individuals who are vaccinated when they are seronegative v−, and individuals
who are vaccinated when they are seropositive v+. Compartments yij representing secondary
infections have been collapsed.

here, this is modeled as a flow of individuals moving from the different ri compartments to the
newly introduced v+ compartment. Since the different ri compartments contain the partition
of the population that have recovered from an infection with serotype i ∈ [1..4], this achieves
exactly the intended purpose and definition of the v+ compartment. In an identical manner to
the rate ν1 at which seronegative individuals are vaccinated, the rate ν2 at which seropositive
individuals are vaccinated is also determined by the vaccination strategy that is being simulated
by the model.

Naturally, the introduction of additional compartments and their interaction with the existing
compartment necessitates updates to the existing system of differential equations describing
the model. The modified system of ordinary differential equations that describes the dynamics
of this extended model is given by Equation (8.1) to Equation (8.7). A differential equation
describing the incoming and outgoing fluxes of individuals has been added for each of the new
compartments, increasing the number of equations in the system from the original 26 to 28.
Changes have also been made to some of the original equations. These include incorporation
of the different vaccination rates ν1 and ν2 into the equations for the number of susceptible
individuals s, and the number of people who have recovered from a primary infection ri with
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one of the four serotypes i ∈ [1..4].

ds

dt
= µ− s

(
ν1 +

4∑
k=1

λk +

4∑
k=1

χk + µ

)
, (9.1)

dyi
dt

= s (λi + χi)− yi(σ + µ), (9.2)

dri
dt

= σyi − ri(µ+
ν2
4

+
∑
j ̸=i

γijλj), (9.3)

dyij
dt

= riγijλj +
v−λj

3
− yij(σ + µ), i ̸= j, (9.4)

dr

dt
= σ

4∑
i=1

∑
j ̸=i

yij − µr, (9.5)

dv−
dt

= sν1 − v−

(
µ+

4∑
k=1

λk

)
, (9.6)

dv+
dt

=
ν2
4

4∑
k=1

rk − v+µ. (9.7)

Since vaccination is modeled as a silent infection, like previously explored in [61] and Section 9.1,
and in this modeled version of reality individuals can be infected with Dengue virus a total of
two times before gaining full immunity, seronegative individuals who experience a silent infection
through vaccination can experience a secondary infection. This process is visualized by the blue
arrow from the v− compartment to the different yij compartments in Figure 9.12 and required

inclusion of a term
v−λj

3 in the equations for the different yij compartments. Noticing the
collapsed nature of the yij compartments in Figure 9.12, the division by 3 is needed to ensure
an equal outgoing rate from v− and incoming rate into yij .

It is at this point that one of the key difficulties with vaccination against dengue virus arises. The
ADE effect causes individuals experiencing a secondary infection with a heterologous serotype
to have a significantly increased likelihood of developing symptomatic disease and requiring
hospitalization. This causes an increase in transmission since they will carry an increased viral
load, increasing the spread of the disease in the population, and also induces a very large strain
on the public health system. This negative effect also arises when the first infection an individual
encounters is a silent one experienced due to vaccination. This means that the vaccination of
seronegative individuals in some cases might give rise to more individuals suffering from the
consequences of ADE and developing severe, in some cases even life-threatening, symptoms.
This process is clarified further in Figure 9.1 reproduced from [61] that was previously explored
in Section 9.1.

Individuals who have not been vaccinated (as shown in the top row of Figure 9.1) typically endure
a moderate initial infection. Subsequent infections increase in severity, with the second being
more severe, but the third and fourth infections tend to be milder. Seronegative individuals
who are vaccinated while still fully susceptible to dengue (illustrated in the middle row) initially
receive transient protection against all four dengue serotypes, similar to the natural immunity
observed after the first infection [155, 139]. However, as antibody levels decline, this protection
wanes and may even facilitate the virus, increasing the likelihood of symptomatic and severe
disease upon a primary breakthrough infection [79, 35]. Therefore, our model posits that for
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these vaccinated, seronegative individuals, a primary breakthrough infection is likely to lead to
symptomatic or severe disease at a rate comparable to a secondary infection in an unvaccinated
individual.

In contrast, individuals who have been vaccinated after one or more dengue infections (depicted
in the bottom row of Figure 9.1) achieve immunity levels akin to those who have had multiple
infections. As a result, any subsequent infection post-vaccination behaves like a tertiary infection
in unvaccinated individuals, characterized by a lower probability of resulting in symptomatic or
severe disease.

Because of these complications with the vaccination against Dengue virus, policy makers might
want to chose between vaccination of either seronegative individuals or seropositive individuals,
or a mixture of both. It is for this exact reason that our proposed expansion incorporates
distinct compartments for both vaccinated seropositive individuals v+ and individuals who were
vaccinated while seronegative v−, and the two rates ν1 and ν2 at which either seronegative
or seropositive individuals are vaccinated. This allows for a plethora of different vaccination
strategies π = (ν1, ν2) that might be considered by policy makers.
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(a) Evolution of vaccination rates νi over time
when vaccination is introduced immediately at the
start of the simulation.
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(b) Evolution of vaccination rates νi over time
when vaccination is introduced a certain number
of years τ = 200 after the start of the simulation.

Figure 9.13: Visualization of immediate introduction of vaccination after the start of the simula-
tion (left panel) and introduction of vaccination after a predetermined number of years τ (right
panel).

One more factor that needs to be taken into account when expanding the model proposed in
[137] with explicit support for vaccination, is the fact that in real life situations vaccination
will not be available as soon as the disease emerges (Figure 9.13a). This can be incorporated
into the model proposed in this study by making both vaccination rates ν1 and ν2 functions of
time t, both remaining at zero until a specified time τ at which the vaccination program starts
(Figure 9.13b). This yields the following expressions:

ν1(t) =

{
0 : t < τ
ν1 : t ≥ τ

ν2(t) =

{
0 : t < τ
ν2 : t ≥ τ

Another element that requires careful consideration when evaluating different vaccination strate-
gies π, is their associated cost κ. This is needed because in real-life situations the policy makers
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will always have to operate within the framework of the available financial resources. The cost
for the vaccination of a single individual is denoted κ1. Taking into account the ADE effect that
negatively affects those who are vaccinated when they have not yet experienced a natural infec-
tion, it might seem like a good idea to vaccinate all seropositive individuals. However, following
this vaccination strategy requires that all individuals be tested for antibodies against one of the
four circulating DENV serotypes, inducing an additional testing cost κ2 for each individual that
is vaccinated. The total cost for the vaccination of a seropositive individual then becomes equal
to the sum of the cost of the vaccine and the cost of the test: κ = κ1+κ2, while for a seronegative
individual the total cost of vaccination κ = κ1.

Cost Seropositive Individuals

Cost Seronegative Individuals

Total Cost

300 302 304 306 308 310

0

1×107

2×107

3×107

Time (years)

M
o
n
e
ta
ry
C
o
s
t

Figure 9.14: The cost of vaccination of seronegative individuals, seropositive individuals, and the
total cost of a specific vaccination strategy as a function of time. Vaccination starts 300 years
after the beginning of the simulation. In this figure ν1(t) = ν2(t) = 0.5, meaning every year 50%
of the eligible population is vaccinated, κ1 = 10, and κ2 = 20

This cost κ is an interesting secondary objective in addition to the previously discussed medical
burden of the disease that needs to be minimized. Considering two vaccination strategies π1 and
π2 that have the same decrease in medical burden of the disease on the population, π1 can be
considered the preferable, more optimal strategy if the cost associated with this strategy is lower
than the cost associated with the other strategy π2.

9.3.2 Support for age-heterogeneity

In real-world epidemiological scenarios, it is almost always necessary to consider individuals
according to their age group. This is due to the fact that the disease and prevention measures
might function differently in individuals belonging to different age groups and this needs to
be taken into consideration when developing and evaluating preventive strategies. The model
proposed by Recker et al. in [137] provides clear insights into the effects of the ADE on the
population level and is able to fit real-world data from regions in which dengue is endemic [137].
In the previous section, this model was successfully extended with explicit support for simulating
vaccination strategies. In this section, the expansions to the model that allow support for age-
heterogeneity will be discussed.

To integrate age-dependent mixing into the proposed model with support for vaccination from
the previous section, the population is divided into 2 distinct age categories, children and adults,
establishing a separate model for each group. These age-specific models are subsequently inter-
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connected to simulate the age-dependent mixing among the various age cohorts. The approach
taken for this extension is very similar to the age-heterogeneous SIR models discussed in Sec-
tion 4.1.3. A schematic representation of the proposed extension to two heterogeneous age groups
can be seen in Figure 9.15.
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Figure 9.15: Schematic representation of the proposed extension of the model from [137], ex-
tended with support for vaccination, to support age-heterogeneity.

To accomplish support for different age groups, the differential equations governing the dis-
ease dynamics within the population need to be parametrized with a parameter g represent-
ing the age group. This essentially allows for the creation of identical sets of compartments
sg, ygi , r

g
i , y

g
ij , and rg for each age group g that requires representation within the model. The

modified system of ordinary differential equations then becomes:

dsg

dt
= µ− sg

(
νg1 +

4∑
k=1

λg
k +

4∑
k=1

χk + µ

)
,

dygi
dt

= sg (λg
i + χi)− ygi (σ + µ),

drgi
dt

= σygi − rgi (µ+
νg2
4

+
∑
j ̸=i

γijλ
g
j ),

dygij
dt

= riγijλ
g
j +

vg− − λg
j

3
− ygij(σ + µ), i ̸= j,

drg

dt
= σ

4∑
i=1

∑
j ̸=i

ygij − µrg,

dvg−
dt

= sgνg1 − vg−

(
µ+

4∑
k=1

λg
k

)
,

dvg+
dt

=
νg2
4

4∑
k=1

rgk − vg+µ.
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Figure 9.15 shows such compartments for two age groups: children c on the left, and adults a on
the right.

Apart from parametrization based on the age groups, allowing for the creation of a model per
age group, the interactions between the different age groups also need to be incorporated into
the model. Infectious individuals from one age group might be stung by a mosquito which
might be infected from this interaction with an infectious individual. Through another bite, this
infectious vector might then infect an individual from a different age group. These are essentially
vector-driven interactions of infectious pressure between the different age groups, represented in
Figure 9.15 by the blue arrows between the two age groups’ models. In the original model
proposed by Recker et al. in [137], these indirect interactions between susceptible and infectious
individuals are encapsulated within the serotype-specific force of infection λi which was equal to:

λi = βi

yi +
∑
j ̸=i

ϕjiyij


Analogously to the approach taken for the age-heterogeneous SIR models in Section 4.1.3, this
expression can be made age-specific to model the interactions between individuals of different
age groups by introducing a contact matrix C. This matrix has a row and a column for each
age group and can be used to weigh the interactions in λg

i according to the amount of contacts
occurring between individuals of different age groups. Incorporating the contact matrix C gives
the following new expression for λg

i :

λg
i = βi

 n∑
k=0

yki × Cgk

|Nk|
+
∑
j ̸=i

(
ϕji

n∑
k=0

ykij × Cgk

|Nk|

)
In this force of infection on age group g due to serotype i, |Nk| represents the size of age group
k and Cgk is the entry in the contact matrix C describing the number of contacts between
susceptible individuals of age group g and infectious individuals of age group k. Note that
such contact matrix based approaches are most suited to modeling diseases in which the virus is
directly spread from individual to individual without the need for a vector intermediary. However,
after careful consideration it was decided that such a model is also sound for simulating dengue
epidemics depending on the values chosen for C. The reasoning behind this is that wherever
individuals meet, they can infect others via the mosquito vectors that are present in the area.
The values in C essentially weigh the importance of contacts between individuals in the force of
infection. Hence, the decision was made to use values for the entries of C where the contacts
between age groups are of relatively low importance but still play a role in the overall disease
dynamics.

The extended model proposed in this dissertation uses two age groups: children c and adults a.
As visualized in Figure 9.15, each age group has their own compartment model with support for
vaccination introduced in the previous section. Each of these component models is governed by a
system of 28 differential equations, resulting in a total of 56 ODEs for the final model presented
here. Actually simulating the dynamics of DENV within the age-heterogeneous population re-
quires initial conditions for each of these differential equations. Within each age group, a single
seeding case was used as initial infection with each of the four serotypes:

ygi (0) = 1, ∀i ∈ [1..4], ∀g ∈ {c, a}.
All other individuals of the host population start as susceptible. Initially, there are no individ-
uals who have recovered from a primary infection, are experiencing a secondary infection, have
recovered from a secondary infection and are fully immune, or have been vaccinated.
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(a) Simulated disease dynamics within the two age classes over a period of 100 years.
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(b) Simulated disease dynamics within the two age classes over a period of 25 years.
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(c) Simulated disease dynamics within the two age classes over a period of 5 years.

Figure 9.16: Output of proposed model that extends the model presented in [137] with support
for age-heterogeneity. The model presented here has two age classes: children c and adults a.
The left panels show the prevalence of the different DENV serotypes within each age class. The
right panels show the proportion of the population experiencing symptomatic disease or requiring
hospitalization.
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Figure 9.16 shows the output of the proposed extended model incorporating age-heterogeneity
over periods of 100, 25 and 5 years. The left panels show the disease dynamics within each
age class by visualizing the prevalence of each of the four DENV serotypes within the c and a
classes. The right panels give an overview of the resulting dynamics on the level of the entire
population, presenting the proportion of the population suffering from symptomatic disease or
requiring hospitalization. In the next section the combination of both presented extensions will
be discussed: simulating vaccination strategies over the age-based stratified population.

9.4 Simulating vaccination strategies

The stratification of the population into different age groups allows for the representation of
age-specific rates of vaccination in addition to the serostatus-specific vaccination introduced in
Section 9.3.1. Extending and generalising the expressions for the vaccination rates ν1(t) and
ν2(t) from Section 9.3.1 yields:

νgs (t) =

{
0 : t < τ
νgs : t ≥ τ

0 ≤ νgs ≤ 1

as the rate of vaccination over time t for individuals with serostatus s belonging to age group
g where vaccination starts τ years after the beginning of the simulation. Applying this general
expression to the specific extended model proposed in this dissertation distinguishing between
seropositive and seronegative individuals, as well as distinguishing between children and adult
individuals, yields the four vaccination rates in Table 9.1.

Table 9.1: Different vaccination rates νgs based on the stratification of the population based on
serostatus s and age class g.

νgs Children Adults
Seronegative νc− νa−
Seropositive νc+ νa+

Therefore, within the framework of the proposed extended model, a vaccination program or
policy π can be represented as a tuple (νc−, ν

a
−, ν

c
+, ν

a
+). These values can be assigned according

to the vaccination strategy that is under evaluation. They are integrated into the model through
the mechanisms discussed in Section 9.3.1, regulating the flow of individuals to the vaccination-
specific compartments.

Figure 9.17 shows the output of the model without vaccination (Figure 9.17a) and when simulat-
ing 3 different vaccination strategies (Figures 9.17b to 9.17d). In the first simulated vaccination
program, every year 50% of eligible children are vaccinated, regardless of their serostatus. In the
second simulated vaccination program, every year 50% of eligible adults are vaccinated, regard-
less of their serostatus. Finally, in the third simulated vaccination program, every year 50% of
the entire eligible population is vaccinated, regardless of their serostatus or age class. Comparing
the prevalence of the different serotypes within each age class before and after the introduction
of vaccination, it can be seen that vaccination results in lower prevalence. When looking at
the population level dynamics of symptomatic disease and hospitalizations, the introduction of
vaccination also clearly has a positive effect.

The vaccination strategies shown in Figure 9.17 are in no way intended to be optimal. They only
serve as an indicator of the soundness of the proposed extended model. However, in Chapter 11,



CHAPTER 9. DENGUE EPIDEMIC MODELLING 102

DENV1 - c

DENV2 - c

DENV3 - c

DENV4 - c

DENV1 - a

DENV2 - a

DENV3 - a

DENV4 - a

285 290 295 300 305 310 315

0.0000

0.0001

0.0002

0.0003

0.0004

Time (years)

P
re
v
a
le
n
c
e
in
a
g
e
c
la
s
s

Symptomatic primary infection

Symptomatic secondary infection

Hospitalization primary infection

Hospitalization secondary infection

Total hospitalization

285 290 295 300 305 310 315

0.0000

0.0001

0.0002

0.0003

0.0004

0.0005

Time (years)

P
ro
p
o
rt
io
n
o
f
p
o
p
u
la
tio
n

(a) Simulated disease dynamics without vaccination.
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(b) Simulated disease dynamics when vaccinating 50% of all eligible children each year.
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(c) Simulated disease dynamics when vaccinating 50% of all eligible adults each year.
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(d) Simulated disease dynamics when vaccinating 50% of the eligible population each year.

Figure 9.17: Output of the proposed model with support for vaccination and age-heterogeneity
when simulating different vaccination strategies π. Vaccination is introduced 300 years after
the beginning of the simulation. πa = (0, 0, 0, 0), πb = (0.5, 0, 0.5, 0), πc = (0, 0.5, 0, 0.5), πd =
(0.5, 0.5, 0.5, 0.5).
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the extended model will be used to identify the subset of optimal vaccination strategies π∗

in combination with the MOMAB algorithms that are discussed in the next chapter of this
dissertation.



Chapter 10

Multi-objective multi-armed
bandits

One of the main goals of this dissertation is to identify the subset of optimal vaccination strate-
gies π∗ within a larger set of considered vaccination strategies. The vaccination strategies are
evaluated within an epidemiological model for dengue virus. As disease transmission dynamics
are inherently stochastic, when developing such models, the decision can be made to incorporate
stochasticity into the model to mimic disease transmission dynamics in a more realistic manner.
Hence, the evaluation of a vaccination strategy in such simulators can be seen as pulling an
arm in a multi-objective multi-armed bandit (MOMAB) setting, where the stochastic output
of the model corresponds to the rewards obtained for pulling that specific arm. Identifying the
optimal vaccination strategies then corresponds to the multi-objective extension of the best-arm
identification problem for MABs: Pareto front identification (PFI).

In this chapter, three metrics will first be introduced to evaluate the quality of the recommenda-
tions made by the PFI MOMAB algorithms. Secondly, the reproduction of a number of MOMAB
algorithms for regret minimization from literature and their adaptation to the PFI setting will
be discussed. Finally, a completely novel PFI MOMAB algorithm is proposed.

10.1 Performance metrics for MOMAB Pareto front iden-
tification

In this section, three metrics for the performance of Pareto front identification (PFI) multi-
objective multi-armed bandit (MOMAB) algorithms will be discussed: the Bernoulli metric, the
Jaccard similarity metric, and the hypervolume metric. The goal of these metrics is to evaluate
the quality of the recommendations made by a PFI MOMAB algorithm with respect to the actual
set of Pareto optimal arms A∗. Within the context of these algorithms, a recommendation can
be formalised as a subset Rt ⊆ A of the set of all arms of the MOMAB, consisting of the arms
ar ∈ Rt that are considered to be Pareto optimal by the algorithm at time t.

104



CHAPTER 10. MULTI-OBJECTIVE MULTI-ARMED BANDITS 105

10.1.1 Bernoulli metric

The first way to evaluate the quality of a recommendation Rt with respect to the actual set of
Pareto optimal arms A∗ is to consider the recommendations as a Bernoulli trial after each arm
pull t. The trial is considered a success if the recommendation Rt is exactly equal to the actual
set of Pareto optimal arms A∗. Otherwise, it is considered a failure. A score of 1 is associated
with a success, and a score of zero is associated with a failure.
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Figure 10.1: Visualization of a perfect and an imperfect recommendation. Points corresponding
to Pareto-optimal arms are plotted in green, recommended arms are plotted as crosses.

These scores for successes and failures can be averaged over multiple runs of the algorithm to
obtain the averaged empirical success rate of the algorithm at time t. This yields a proportion
that gives a good indication of the algorithm’s ability to give perfect recommendations.

The Bernoulli metric presented here is a very strict metric: only perfect recommendations are
recompensed. This means that if the recommendation at time t contains all but one of the
Pareto optimal arms, the Bernoulli metric will be equal to 0. Similarly, if the recommendation
contains all Pareto optimal arms and some additional suboptimal arm, the Bernoulli metric will
also be equal to 0. From an intuitive point of view, recommendations that are far from perfect
receive the same score as recommendations that are nearly perfect. Consequently, the Bernoulli
metric does not provide that much insight into the acquisition process of the Pareto front by
the PFI algorithm. However, we argue that the Bernoulli metric is a strong indicator of the
algorithms ability to identify the Pareto optimal arms, that is particularly useful when the goal
is to perfectly identify the Pareto front.

10.1.2 Jaccard similarity metric

Another way to evaluate the quality of the recommendations Rt made by the PFI MOMAB
algorithms, is by using a metric inspired by the Jaccard similarity coefficient. This coefficient
was developed independently by Grove Karl Gilbert [129], Paul Jaccard [89], and T. T. Tanimoto
[168] under different names. Within the Computer Science community, it is most often referred
to as the Jaccard similarity.
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(a) Example of a ground-truth and predicted
bounding box for a stop sign. From [148].

(b) Visualization of the intersection over union cal-
culation that is used to calculate the Jaccard sim-
ilarity of two sets. From [148].

Figure 10.2: The Jaccard similarity applied to a computer vision task. To evaluate the quality
of he predicted bounding boxes, the Jaccard similarity of the corresponding sets is calculated.
Images from [148].

Figure 10.2 shows an example use case of the Jaccard similarity where it is applied within a
computer vision task [148]. The quality of the predicted bounding box can be evaluated with
respect to the ground truth bounding box by representing both boxes as a set and calculating
the Jaccard similarity.

As the Jaccard similarity is used as a measure for the similarity between two finite sets, it is an
ideal candidate to evaluate the quality of the recommendations Rt made by the PFI algorithm
with respect to the true Pareto front A∗. It is computed as the size of the intersection of the
two sets, divided by the size of the union of the two sets:

J(Rt,A∗) =
|Rt ∩ A∗|
|Rt ∪ A∗|

.

By design, the value of the Jaccard similarity metric will be 0 ≤ J(Rt,A∗) ≤ 1 where greater
values indicate a higher degree of similarity between the two sets. Once again, this metric can be
calculated after each recommendation and averaged over multiple runs of the algorithm. Unlike
the Bernoulli metric, this metric provides insights into the evolution of the recommendations
from sets of arms that might be very dissimilar to the Pareto front, to increasingly similar sets,
reaching a value of 1 for perfect recommendations.

10.1.3 Hypervolume metric

The hypervolume metric is one of the most prevalent measures in the literature for evaluating
the performance of coverage sets [118, 173, 179, 203, 205]. This metric assesses the quality of the
set of recommended arms Rt by calculating its volume with respect to a predetermined reference
point p [140]. Conceptually, it represents the union of boxes defined by the reference point and
all arms ar within Rt:

H(Rt) = Λ

( ⋃
ar∈Rt

[p, ar]

)
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where Λ denotes the Lebesgue measure (also known as the n-dimensional volume) and [p, ar] =
{q ∈ Rn | q ≥ p ∧ q ≤ ar} is the box bounded below by the reference point p and above by the
recommended arm ar [140].
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Figure 10.3: Visualization of the hypervolume metric in the MOMAB bandit setting where
larger values for the objectives are associated with better arms. Recommended arms are plotted
in green, the reference point p is plotted in orange. The perfect recommendation in the left panel
has a larger hypervolume than the imperfect recommendation in the right panel.

The reference point is chosen as a lower bound on achievable returns to ensure that the volumes
are always positive [140]. Consequently, the hypervolume encompasses all possible values that
are dominated by the coverage set, with more dominating coverage sets yielding a larger hyper-
volume. By definition, the hypervolume is maximized for the Pareto front, as no other possible
solution can increase its volume due to their dominance [140]. Although the hypervolume metric
is extensively used and provides a measure of a solution set’s coverage, its interpretation can be
challenging [140]. The implications of changes in hypervolume are not immediately evident to
end users and do not necessarily correlate with significant changes in expected utility. In high-
dimensional objective spaces, the addition or removal of a single point can result in substantial
variations in hypervolume, particularly if the point is extreme [140].

10.2 Reproductions and adaptations to the Pareto front
identification setting

In this section the reproductions of a number of MOMAB algorithms for regret minimization
from literature, and their adaptation to the PFI setting will be discussed.

In the literature review on MOMAB algorithms in Chapter 8, the lack of literature on pure bandit
algorithms for preference-unaware Pareto front identification, was identified. The PFI setting is
essentially the multi-objective extension of the best-arm identification setting for single-objective
MABs discussed in Section 5.2. Within the context of this dissertation, the preference-unaware
PFI setting is of particular interest since it corresponds exactly to the goal of providing the
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decision maker with the complete set of possible trade-offs between different optimal vaccination
strategies, without making any assumptions about their preferences or attempting to learn them.

In Section 8.2, four different variants of preference-unaware MOMAB algorithms were presented.
All algorithms presented in Section 8.2 are algorithms for regret minimization, all aiming to
minimize their cumulative and unfairness regrets while navigating the exploration-exploitation
trade-off in their own unique way: UCB, Thompson sampling, Knowledge gradient, and an
Annealing approach.

Choose arm

Observe rewardLearn from
observed reward

Choose arm

Observe reward

Learn from
observed reward

Recommend
arms

Regret minimization Pareto front identification

Figure 10.4: Comparison between the algorithmic loop for the regret minimization setting and
the Pareto front identification setting.

The first main goal of this dissertation does not align completely with the regret minimization
setting that these algorithms were designed for. Instead, it is an instance of the PFI setting for
MOMABs. The difference between these two setting is illustrated in Figure 10.4. However, the
preference-unaware nature of the MOMAB algorithms presented in Section 8.2 does align with
the needs of this study.

Furthermore, when considering single-objective MAB algorithms, it is regularly the case that
best-arm identification algorithms and regret minimization algorithms are closely related to one
another, where the former has an additional emphasis on exploration. Some examples are the
UCB algorithm with a larger value for the exploration-regulating hyperparameter κ, and the close
relation between Thompson sampling and Top-two Thompson Sampling. These facts, combined
with the lack of pure MOMAB algorithms for Pareto front identification1, identified in Chapter 8
and confirmed by Reymond in [140], makes the algorithms presented in Section 8.2 very valuable
to examine within the context of this dissertation: They might be suitable for adaptation to the
MOMAB Pareto front identification setting.

Within this context, each of the algorithms presented in Section 8.2 has been reproduced in
Python based on the original publications in which they were proposed. Their implementation
was verified by examining their cumulative Pareto regrets and cumulative unfairness regrets.
More information about the conducted experiments, and detailed descriptions of the mechanisms
used in these MOMAB algorithms can be found in Section 8.2.

The Python implementation of the reproduced MOMAB algorithms is available upon request.

1It is important to note that Bayesian Optimization algorithms exist which can solve the kind of MOMAB
PFI setting presented in this study. Some of these algorithms leverage MABs for their acquisition function.
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Each algorithm is implemented as a class, all of them supporting an identical interface that
corresponds exactly to the algorithmic loops shown in Figure 10.4. Figure 10.4 also shows that
MOMAB algorithms for regret minimization can be extended to the PFI setting by adding a
method for recommending arms to their interface. Figure 10.5 shows a complete overview of the
MOMAB algorithms that were reproduced and extended to the PFI setting.

Algorithm Variant Version Reproduced Extended to PFI

UCB

Pareto ✅ ✅

Scalarized
Linear ✅

Chebyshev ✅

Thomson sampling

Pareto ✅ ✅

Scalarized
Linear ✅

Chebyshev ❌

Knowledge gradient

Pareto ✅ ✅

Scalarized across arms
Linear ✅

Chebyshev ❌

Scalarized across objectives
Linear ✅

Chebyshev ❌

Annealing Pareto ✅ ✅

Figure 10.5: Overview of the MOMAB algorithms that were reproduced and extended to the
PFI setting.

As can be seen in Figure 10.5, only the Pareto variants of each of the algorithms were extended
to the PFI setting. By design, the scalarized variants of the MOMAB algorithms do not explore
the multi-objective space directly. Instead, they reduce the multi-objective space to single scalar
value for each arm based on a scalarization function. From this scalar value for each of the arms,
a relative order between the arms can always be established, where a single arm is considered to
be the optimal arm. Hence, the scalarized variants of the MOMAB algorithms will always rec-
ommend a single arm when extended to the PFI setting. Within the context of this dissertation,
this corresponds to the algorithm only identifying a single vaccination strategy which is optimal
under the function used for scalarization. This clearly goes against the goal of presenting the
decision makers with all possible trade-offs. Furthermore, when using such scalarized algorithms,
the scalarization function(s) employed by the algorithm need to be defined a priori, thus neces-
sitating assumptions to be made about the possible preferences of the decision maker. In this
dissertation, the goal is to avoid making assumptions about the utility of the decision maker.
Due to these reasons, the scalarized variants of the MOMAB algorithms were not suitable for
extension to the PFI setting within the context of this study.

The algorithms that were extended to the PFI setting were evaluated with respect to the three
metrics proposed in Section 10.1. This was achieved through an experiment using the arms
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visualized in Figure 10.6. A multivariate Gaussian distribution is used for each of the arm’s
reward distribution. The standard deviation for each of the dimensions of the reward distribution
was set to 1. This results in overlapping areas between the arms’ reward distributions, making
it more challenging for the PFI MOMAB algorithms to distinguish which arms are the optimal
ones.

Figure 10.6 also shows the reference point used for the calculation of the hypervolume metric.
Note that this point is associated with rewards for each of the objectives that are larger than
the mean rewards of the optimal arms. This is exactly the inverse case of what is shown in
Section 10.1.3 and fig. 10.3, and is due to the implementation of the hypervolume metric in the
pymoo2 library. To ensure that a perfect recommendation of the optimal arms by the algorithm
is associated with the largest hypervolume of all possible recommendations, an inverted setup is
used for the calculation of the hypervolume metric. This inverted setup is shown in Figure 10.6b.
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(a) Arms within the PFI experiment.

1 0 1 2 3 4 5
Objective 1

1

0

1

2

3

4

5

O
bj

ec
tiv

e 
2

Suboptimal arm Pareto optimal arm Reference point

(b) Inverted arms within the PFI experiment.

Figure 10.6: Overview of the arms within experimental setup for the Pareto-front identification
experiment. There are 5 optimal arms plotted in green and 8 suboptimal arms plotted in blue,
resulting in a total of 13 arms. The standard deviations for the arms’ reward distributions are
all equal to 1 and are plotted as a shaded area around the means.

The results of the PFI experiment are shown in Figure 10.7. The results show the average
performance of the algorithms over 100 runs, each with a budget of 10,000 arm pulls. For the
Pareto Thompson Sampling algorithm, a multivariate normal-inverse-gamma distribution is used
as a prior for the arms’ multivariate Gaussian reward distributions as the normal-inverse-gamma
distribution is the conjugate prior for a normal distribution with unknown mean and variance.

The Bernoulli metric results, illustrated in Figure 10.7a, indicate that the algorithms’ recommen-
dations gradually correspond exactly to the true Pareto front more frequently. However, none of
the algorithms consistently achieved perfect recommendations throughout the experiment. The
Pareto Thompson Sampling and Pareto UCB1 algorithms exhibited higher success rates com-
pared to the Pareto Knowledge Gradient and Annealing Pareto algorithms. Initially, the Pareto
UCB1 algorithm performs best with respect to the Bernoulli metric. However, its average em-
pirical success rate stagnates at around 0.8, while the Pareto Thompson Sampling algorithm
keeps improving its rate of perfect recommendations. The results across all algorithms suggest
that achieving an exact match with the Pareto front is challenging under the given experimental
conditions.

Figure 10.7b presents the performance of the algorithms according to the Jaccard similarity

2https://pymoo.org

https://pymoo.org


CHAPTER 10. MULTI-OBJECTIVE MULTI-ARMED BANDITS 111

0 2000 4000 6000 8000 10000
Time steps

0.0

0.2

0.4

0.6

0.8

1.0
B

er
no

ul
li 

m
et

ri
c

Pareto UCB1
Pareto Thompson Sampling
Pareto Knowledge Gradient
Annealing Pareto

(a) Bernoulli metric
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(d) Hypervolume metric - magnified

Figure 10.7: Results of the extended MOMAB algorithms in PFI experiment with respect to
the Bernoulli, Jaccard, and hypervolume metrics. Results are averaged over 100 runs of the
algorithm with a budget of 10,000 arm pulls. The shaded area shows the 95% confidence interval
around the mean.

metric. All algorithms demonstrated a steady increase in Jaccard similarity over time, with the
Pareto Thompson Sampling and Pareto UCB1 algorithms again showing superior performance.
The Pareto Thompson Sampling algorithm achieved the highest Jaccard similarity, closely fol-
lowed by the Pareto UCB1 algorithm, indicating that these algorithms were more effective in
approximating the true Pareto front as the number of arm pulls increased. The Jaccard simi-
larity metric of the Pareto Thompson Sampling and Pareto UCB1 algorithms is very close to 1,
indicating that these algorithms were extremely close to identifying the entire Pareto front.

The hypervolume metric results, shown in Figure 10.7c, further support the findings from the
other metrics. The hypervolume indicates that the Pareto Thompson Sampling and Pareto UCB1
algorithms covered a larger volume compared to the Pareto Knowledge Gradient and Annealing
Pareto algorithms. This suggests that the former algorithms not only identified sets that were
closer to the true Pareto front but also provided a broader coverage of the objective space. The
hypervolume metric values for Pareto Thompson Sampling and Pareto UCB1 approached the
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maximum achievable values, demonstrating their effectiveness in the PFI setting.

The experimental results indicate that the Pareto Thompson Sampling and Pareto UCB1 al-
gorithms are most effective for the PFI setting, with Pareto Thompson Sampling performing
slightly better. The higher performance in terms of Jaccard similarity and hypervolume metrics
suggests that these algorithms are better at approximating and covering the true Pareto front
than the other algorithms. The strict nature of the Bernoulli metric, however, underscores the
difficulty of achieving perfect recommendations.

These findings highlight the potential of adapting existing MOMAB algorithms to the PFI set-
ting. Future work could explore further adaptations and enhancements to these algorithms to
improve their performance. Additionally, investigating the impact of different experimental se-
tups, such as varying the standard deviation of the reward distributions could provide deeper
insights into the robustness and applicability of these algorithms in real-world scenarios.

10.3 Top-two Pareto Fronts Thompson Sampling

In the previous section, it was established that it is often the case that best-arm identification
algorithms and algorithms for regret minimization are closely related to one another, where the
former has an additional emphasis on exploration. Notable examples are the UCB algorithm with
a larger value for the exploration-regulating hyperparameter κ, and the close relation between
Thompson sampling and Top-two Thompson Sampling.
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Figure 10.8: Relationships between the single-objective and multi-objective MABs (horizontal
axis) for the regret minimization and BAI/PFI settings (vertical axis). UCB1 was first adapted
for the multi-objective regret minimization setting in [51] and then further extended in this
dissertation for the PFI setting. Best-arm identification algorithms like Top-two Thompson
Sampling can be adapted to reach the PFI setting directly.

In the literature review on preference-unaware MOMAB algorithms in Section 8.2, it was observed
that the UCB and Thompson Sampling strategies had already been extended to the multi-
objective regret minimization setting. This allowed for the adaptation of these existing algorithms
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to the PFI setting, inspired by their single-objective counterparts. These extensions to the PFI
setting were discussed in Section 10.2. Based on the observations about the relationships between
these different types of algorithms in Figure 10.8, it became clear that it also might be possible
to directly extend existing best-arm identification MAB algorithms to the PFI setting.

Algorithm 16: Top-two Pareto Fronts Thompson Sampling

Input: A MOMAB with K arms, a probability ρ, a prior π(·) and history H(0) = ∅ , arm
pull budget T

for t← 1 to T do
for a← 1 to K do

µ̃(t)
a ∼ π(·|H(t−1))

Compute the Pareto optimal arms A∗ such that ∀i ∈ A∗ and ∀j /∈ A∗, µ̃
(t)
j ⊁ µ̃

(t)
i

b ∼ B(ρ)
if b = 1 then

Select arm a(t) uniformly at random from A∗

else
Compute A′ = A−A∗

Compute the Pareto optimal arms A′∗ ⊆ A′ such that ∀i ∈ A′∗ and ∀j /∈ A′∗,
µt

j ⊁ µt
i

Select arm a(t) uniformly at random from A′∗

Play a(t) and observe r(t)

H(t) ← H(t−1) ∪ {a(t), r(t)}
Compute and recommend the arms currently considered optimal based on the means of
the posteriors

After further investigating the literature on MOMABs, a multi-objective extension of Top-two
Thompson Sampling proposed by Reymond was identified in [140]. The multi-objective Top-
two Thompson Sampling (MOTTTS) algorithm proposed in [140] learns a multivariate belief
distributions over the arms to account for the multiple objectives. One of the crucial aspects
of the single-objective Top-two Thompson Sampling algorithm is the ranking operator that is
used to provide a relative ordering between the arms. In the single-objective case, this relative
ordering can always be established. Hence, the algorithm can differentiate between the top-two
arms when choosing which arm to pull next. In the multi-objective case however, if the utility of
the user is unknown or unconsidered, at each time there will be multiple Pareto optimal arms.
This is explained in detail in Section 6.1. As a consequence, in the preference-unaware multi-
objective case, it is impossible for the algorithm to determine the top-two arms when choosing
which arm to pull next. The implementation of MOTTTS proposed in [140] solves this problem
by also imposing a belief distribution over the utility of the decision maker. As the algorithm
progresses, the user is queried about their preferences and thus, the algorithm learns the utility
of the user. Based on this learned utility, the algorithm is able to establish a relative order
between the arms and determine the top two best performing arms with respect to the user’s
utility. This is an elegant solution to the challenges imposed by the multi-objective setting, but
due to its preference-incorporating nature, MOTTTS as presented in [140] was not suitable for
use within this study.

Although MOTTTS was not applicable to the goals of this dissertation, the preference-incorporating
solution proposed by [140] prompted consideration of how Top-two Thompson Sampling might
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be extended in a preference-unaware context. Specifically, it raised questions regarding how the
problem of ranking arms could be addressed without incorporating user preferences. After thor-
ough contemplation on how to address this problem, ultimately we devised the Top-two Pareto
Fronts Thompson Sampling (TTPFTS) algorithm as illustrated in Algorithm 15.

When following the TTPFTS strategy to decide which arm to pull, the initial step taken by the
algorithm is identical to that of Pareto Thompson Sampling: it samples from the multivariate
posterior distributions it has built for each of the arms a ∈ A. This first step is illustrated in
panel (a) of Figure 10.9. With a probability of ρ, the algorithm proceeds further like Pareto
Thompson Sampling and computes the set of optimal arms A∗ based on the samples that were
just obtained, as shown in panel (b) of Figure 10.9. From this set of optimal arms, an arm a(t) is
selected uniformly at random to be pulled. With a probability of 1− ρ, the set of optimal arms
A∗ is computed and these optimal samples are removed, resulting in A′ = A−A∗. This new set
is depicted in panel (c) of Figure 10.9.
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Figure 10.9: Visualization of the Top-two Pareto Fronts strategy. Panel (a) shows the samples
obtained by the algorithm by sampling from the posterior distributions of each of the arms.
With probability of ρ, the optimal arms are computed and one of them is chosen at random (b).
With a probability of 1 − ρ, the optimal arms are removed and one of the optimal arms of the
remaining set is chosen (c).

Using the samples in this reduced set A′, the set of optimal arms based on the reduced set A′∗

can be calculated. This is essentially the subset of optimal arms within the subset of suboptimal
arms. In other words, it is the set of the most optimal suboptimal arms. Finally, in this case
one of the arms a(t) from this set A′∗ is chosen at random to be pulled. Then, the reward vector
r(t) associated with pulling arm a(t) is observed and the posterior distribution for arm a(t) is
updated using this newly observed data. Finally, after the algorithm has learned from the newly
observed reward, the arms that are currently considered optimal by the algorithm are computed
and recommended to the user.

Within the context of this study, TTPFTS as presented in Algorithm 15 was implemented
in Python using the same unified MOMAB API that was developed when reproducing the
preference-unaware MOMAB algorithms in Sections 8.2 and 10.2. The implementation of the
algorithm is available upon request. Currently, there is support for using either a Beta distri-
bution or Normal-inverse-gamma distribution as a prior. This means that in its current state,
TTPFTS supports settings where the arms’ reward distributions are either multivariate Bernoulli
distributions or multivariate normal distributions with unknown mean and variance.

To evaluate the performance of the novel TTPFTS algorithm, it was compared to the algorithms
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that were extended to the PFI setting in Section 10.2. In this comparison, the algorithms were
evaluated with respect to the three metrics proposed in Section 10.1. This was achieved through
an experiment using the arms visualized in Figure 10.6. A multivariate Gaussian distribution is
used for each of the arm’s reward distribution. The standard deviation for each of the dimensions
of the reward distribution was set to 1. This results in overlapping areas between the arms’ reward
distributions, making it more challenging for the PFI MOMAB algorithms to distinguish which
arms are the optimal ones. Each of the algorithms was given a budget of 10,000 arm pulls, and
the experiment was repeated 100 times to achieve the average performance shown in Figure 10.10.
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(d) Hypervolume metric - magnified

Figure 10.10: Results of the extended MOMAB algorithms including TTPFTS in the PFI ex-
periment with respect to the Bernoulli, Jaccard, and hypervolume metrics. Results are averaged
over 100 runs of the algorithm with a budget of 10,000 arm pulls. The shaded area shows the
95% confidence interval around the mean.

This exact experiment was already used to evaluated the MOMAB algorithms extended to the
PFI setting in Section 10.2. There, the results without TTPFTS indicated that while no algo-
rithm consistently achieved perfect recommendations, all algorithms improved over time accord-
ing to Bernoulli, Jaccard similarity, and hypervolume metrics. Specifically, the Pareto Thompson
Sampling and Pareto UCB1 algorithms demonstrated superior performance across all metrics,
with Pareto Thompson Sampling generally slightly outperforming Pareto UCB1. These algo-
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rithms consistently approached or achieved high values in Jaccard similarity and hypervolume
metrics, indicating their effectiveness in approximating and covering the true Pareto front in the
objective space. However, the Bernoulli metric highlighted the challenge of achieving perfect
recommendations under the experimental conditions. These results are confirmed by this second
repetition of the experiment and the results shown in Figure 10.10.

When introducing the results obtained for the TTPFTS algorithm, it can be observed that it
significantly outperforms other algorithms within this specific experimental setup. Focusing on
the Bernoulli performance metric shown in Figure 10.10a, the TTPFTS algorithm’s performance
increases rapidly, consistently providing perfect recommendations of the true set of Pareto op-
timal arms more than 90% of the time after only 3000 arm pulls. This represents a substantial
improvement over the 80% success rate achieved by the best-performing alternative algorithm,
Pareto Thompson Sampling, after 5000 arm pulls. Furthermore, the TTPFTS algorithm also
surpasses the other tested algorithms concerning the Jaccard similarity metric and the hypervol-
ume metric. These results suggest that in this setting, the TTPFTS algorithm is more effective
and efficient at identifying the Pareto front than the other algorithms.

However, it is important to note that these findings are based on a single experimental setting. To
make more robust claims about the TTPFTS algorithm’s performance, additional experiments
should be conducted with varying numbers of arms, objectives, relative distances between arms,
and different reward distributions and variabilities for the arms. Nonetheless, these results are
highly encouraging for the potential performance of the novel TTPFTS algorithm proposed in
this dissertation.



Chapter 11

Dengue virus MOMAB setting

Apart from the meticulous study and extension of the MOMAB framework in Chapter 10, another
primary research question of this dissertation was whether multi-objective multi-armed bandit
algorithms could be used to identify optimal vaccination strategies for the mitigation of dengue
epidemics, in a more sample-efficient manner than the currently employed Uniform Sampling
algorithm. More formally, given a set π of possible vaccination strategies πi that are evaluated
with respect to different objectives in a model for dengue epidemics, can the MOMAB efficiently
identify the Pareto front, consisting of the subset π∗ of Pareto optimal vaccination strategies.
This set of Pareto optimal vaccination strategies and the trade-offs between them, can then be
provided to the decision maker. In the first section of this chapter, the methodology behind the
proposed experimental setup is discussed in detail. The second section of this chapter details
the experiments conducted using the described setup, and in the final section of this chapter the
obtained results are visualized and analyzed.

11.1 Composing the DENV MOMAB setting

In this section, we will discuss the composition of various previously discussed elements of this
study into the experimental DENV MOMAB setting. This section represents a major method-
ological contribution in which all previously made insights and results, into the modelling of
dengue epidemics and the MOMAB framework applied to the PFI setting, are combined into
a single experimental setup. In this section, the reader will first be presented with a general
overview of the proposed experimental setup. Afterwards, each of the components of the pro-
posed setup will be discussed in detail.

The general idea behind the proposed experimental setup is visualized in Figure 11.1 by following
the pathway from the upper left corner to the bottom right corner. The first step is to use a
deterministic compartmental model to evaluate the performance of a set π of considered vaccina-
tion strategies πi. The simulations that are conducted using this model yield a single scalar value
for each of the considered objectives. Afterwards, the results obtained from the deterministic
simulation of each of the considered vaccination strategies is mapped to a PFI MOMAB setting.
To achieve this mapping the observed deterministic rewards, in each of the objectives, for each of
the considered vaccination strategies is transformed to a multivariate reward distribution. This
reward distribution has a dimension for each of the considered objectives and hence, a MOMAB
setting is created where each arm corresponds to a considered vaccination strategy. Concretely,
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Figure 11.1: Visualization of the proposed DENV MOMAB setting. A set π of vaccination
strategies πi is simulated. Each of these simulations yields a medical burden bi and monetary
cost ci for the simulated vaccination strategy. These are used as the means for the multivariate
reward distribution of the arm associated with the vaccination strategy. Within this MOMAB
setting, the ability of the PFI algorithms to efficiently identify the Pareto front is evaluated.

the observed deterministic performances, with respect to to each of the objectives, of each of the
simulated vaccination strategies are used as the means for the multivariate reward distributions.
To this mean, a standard deviation is added in each dimension, achieving a multivariate Gaussian
reward distribution. This process is illustrated on the right side of Figure 11.1.

As can be observed from Figure 11.1, this process results in a MOMAB PFI setting with proba-
bilistic rewards based on the deterministic simulations. Within this study, this serves as a basic
proxy for possibly more complex and computationally expensive stochastic models that might
be used in future work. This pseudo-stochastic output of the epidemiological model is not the
most realistic, but since the true means are known, the ground truth for the Pareto front is also
known and the performance of the PFI MOMAB algorithms can be evaluated.

In more detail, the experimental setup described in this section is essentially a combination of
all aspects of this dissertation that have been discussed in the previous chapters. It consists of
four main components:

1. A finite set π of vaccination strategies πi from which the set of Pareto optimal vaccination
strategies π∗ will be determined.

2. An epidemic model that simulates dengue epidemics with support for incorporating the
effects of the vaccination strategies πi from π into the simulated disease dynamics.

3. Multiple (possibly conflicting) objectives for evaluating the performance of the vaccination
strategies.

4. MOMAB algorithms for the PFI setting, used for the identification of the Pareto optimal
vaccination strategies.

Starting with the first component, in Section 9.4 the nature of the vaccination strategies that
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can be simulated within the proposed DENV model was discussed. Within the framework of
the proposed extended model, a vaccination program or policy πi can be represented as a tuple
(νc−, ν

a
−, ν

c
+, ν

a
+). These values can be assigned according to the vaccination strategy that is

under evaluation. They are integrated into the model through the mechanisms discussed in
Section 9.3.1, regulating the flow of individuals to the vaccination-specific compartments. Within
the experimental setup of the experiments discussed here, π consists of 53 unique vaccination
strategies, An exhaustive list of all considered vaccination strategies can be found in Figure 11.3.
These strategies can be split into several larger groups based on the vaccination rates.

Firstly, a control strategy without vaccination is considered:

π0 = (0, 0, 0, 0)

Note that this strategy will always be one of the Pareto optimal strategies as it is associated
with the lowest possible monetary cost of 0. When following this strategy, no individuals are
ever vaccinated. Hence this strategy also provides a clear baseline for the impact of vaccination.
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Figure 11.2: Quadrant-based representation of two vaccination strategies.

For the other groups of vaccination strategies, consider Figure 11.2. In this figure, two vaccination
strategies are represented visually using the four quadrants of an orthogonal two-dimensional co-
ordinate system. For easy reference, the colours used are the same as in Figure 11.3. Within the
proposed extended DENV model from Section 9.3, the host population is stratified according to
their serostatus s and their age class g. The serostatus can either be positive or negative, the age
group can either be c for children or a for adults. This gives rise to the four different combinations
of stratification that correspond exactly to the quadrants in Figure 11.2. This quadrant-based
approach was used to ensure that a large and diverse set of possible vaccination strategies were
considered. The first four groups in Figure 11.3 represent the vaccination strategies where indi-
viduals from one of the quadrants are eligible for vaccination. The next four groups represent
strategies where individuals from two of the quadrants are eligible for vaccination. Thirdly, the
next four groups represent strategies where individuals from three of the quadrants are eligible
for vaccination. Finally, the last group encapsulates the strategies where individuals from all
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Children 
Seronegative

Children 
Seropositive

Adults 
Seronegative

Adults 
Seropositive

Medical 
Burden

Monetary 
Cost Description

0.0 0.0 0.0 0.0 0.000178212 0.0 No vaccination
0.2 0.0 0.0 0.0 0.000177384 151.118

Vaccinating 
seronegative 

children

0.4 0.0 0.0 0.0 0.000175363 223.344
0.6 0.0 0.0 0.0 0.000178122 264.34
0.8 0.0 0.0 0.0 0.000179258 290.265
0.0 0.2 0.0 0.0 0.000171716 89.4062

Vaccinating 
seropositive 

children

0.0 0.4 0.0 0.0 0.0000612023 159.024
0.0 0.6 0.0 0.0 0.000100764 210.062
0.0 0.8 0.0 0.0 0.0000479323 242.876
0.0 0.0 0.2 0.0 0.000215534 872.916

Vaccinating 
seronegative 

adults

0.0 0.0 0.4 0.0 0.000207216 1219.95
0.0 0.0 0.6 0.0 0.000229086 1396.45
0.0 0.0 0.8 0.0 0.00023056 1501.35
0.0 0.0 0.0 0.2 0.000114814 438.905

Vaccinating 
seropositive 

adults

0.0 0.0 0.0 0.4 0.0000375001 767.09
0.0 0.0 0.0 0.6 0.0000912115 995.132
0.0 0.0 0.0 0.8 0.0000241216 1157.46
0.2 0.2 0.0 0.0 0.000154743 238.203

Vaccinating 
children

0.4 0.4 0.0 0.0 0.000152824 374.318
0.6 0.6 0.0 0.0 0.00014888 460.615
0.8 0.8 0.0 0.0 0.00014711 520.502
0.0 0.0 0.2 0.2 0.000170809 1344.03

Vaccinating 
adults

0.0 0.0 0.4 0.4 0.000157591 2034.91
0.0 0.0 0.6 0.6 0.000150665 2461.16
0.0 0.0 0.8 0.8 0.000146629 2754.15
0.2 0.0 0.2 0.0 0.000193672 1030.78

Vaccinating 
seronegative 
individuals

0.4 0.0 0.4 0.0 0.000232698 1456.25
0.6 0.0 0.6 0.0 0.000212928 1673.57
0.8 0.0 0.8 0.0 0.000188332 1802.22
0.0 0.2 0.0 0.2 0.000244826 520.393

Vaccinating 
seropositive 
individuals

0.0 0.4 0.0 0.4 0.0000130795 833.552
0.0 0.6 0.0 0.6 0.000012716 1087.78
0.0 0.8 0.0 0.8 0.0000126325 1276.81
0.2 0.2 0.2 0.0 0.00018908 1138.94

Vaccinating all 
except 

seropositive 
adults

0.4 0.4 0.4 0.0 0.000204887 1646.38
0.6 0.6 0.6 0.0 0.000205712 1916.92
0.8 0.8 0.8 0.0 0.000199903 2085.50
0.2 0.2 0.0 0.2 0.000123913 705.175

Vaccinating all 
except 

seronegative 
adults

0.4 0.4 0.0 0.4 0.000074736 1204.60
0.6 0.6 0.0 0.6 0.0000575192 1547.13
0.8 0.8 0.0 0.8 0.0000413498 1789.70
0.2 0.0 0.2 0.2 0.000168138 1511.94

Vaccinating all 
except 

seropositive 
children

0.4 0.0 0.4 0.4 0.000169054 2290.00
0.6 0.0 0.6 0.6 0.00016065 2756.86
0.8 0.0 0.8 0.8 0.000156271 3073.46
0.0 0.2 0.2 0.2 0.00015572 1479.58

Vaccinating all 
except 

seronegative 
children

0.0 0.4 0.4 0.4 0.000130456 2344.22
0.0 0.6 0.6 0.6 0.0000998519 2914.99
0.0 0.8 0.8 0.8 0.0000919958 3313.40
0.2 0.2 0.2 0.2 0.00016067 1638.18

Vaccinating 
everyone

0.4 0.4 0.4 0.4 0.000141263 2518.22
0.6 0.6 0.6 0.6 0.000136102 3075.19
0.8 0.8 0.8 0.8 0.000127594 3461.97

Figure 11.3: Table of the vaccination strategies that were considered within the experiments,
together with the corresponding rates of vaccination νgs and the resulting medical burden and
monetary cost.
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four quadrants are eligible for vaccination. The quadrants are numbered according to the indices
of the rate of vaccination νgs in πi. Within each group four different vaccination strategies were
considered where respectively 20%, 40%, 60%, and 80% of eligible individuals, for that group of
vaccination strategies, are vaccinated each year.

The second major component of the experimental setup is the epidemic model for dengue epi-
demics that is able to simulate the effects of the different vaccination strategies. Within the
context of this dissertation, two dengue epidemic models were reproduced. The reproduction of
the first model by Ferguson et al. from 2016 [61, 60] can be found in Section 9.1. The main idea
behind this model was that vaccination could be modeled as a silent infection [61]. Although the
reproduction of this model was not completed due to technical restrictions, the ideas behind it
were then used to expand the model proposed by Recker et al. in 2009 [137]. The reproduction
for this model can be found in Section 9.2. Subsequently, this reproduced model was expanded
with support for vaccination strategies and age-heterogeneity in Section 9.3. This expanded
model, visualized in Figure 9.15, suited the needs of this study perfectly and is thus used to
evaluate the vaccination strategies.

The objectives used for evaluating the performance of the vaccination strategies are the third
component of the experimental setup. It was established in Chapter 9 that the medical burden
endured by the host population as a result of the prevalence of the disease in the population, and
the monetary cost associated with the vaccination strategy, are interesting conflicting objectives
to examine. It was decided that infections requiring hospitalization would be used as the value
for the medical burden endured by the population. In their paper, Ferguson et al. propose
proportions for the number of infections that result in symptomatic disease, and the number of
cases with symptomatic disease that require hospitalization [60]. These proportions are defined
for primary, secondary, tertiary, and quaternary infections. Hence, the proposed values for the
primary and secondary infections can be used together with the simulated primary and secondary
infections data from the DENV model to calculate the total hospitalizations within a certain time
frame used for evaluation. An example of this hospitalization data can be seen in Figure 9.17.
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(a) Monetary cost associated with vaccinating chil-
dren.
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(b) Monetary cost associated with vaccinating all
except seronegative adults.

Figure 11.4: Visualization of the monetary cost associated with two distinct vaccination strate-
gies, evaluated over a ten year period after the start of the vaccination program.

As the model has explicit compartments which individuals pass through as they are vaccinated,
the cost associated with a vaccination strategy can be determined based on the number of
individuals in these compartments. As discussed in Section 9.3.1, it is very important to make a
distinction between the cost of vaccinating a seronegative individual and the cost of vaccinating
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a seropositive individual as these differ. The latter might have come into contact with dengue
before but be unaware of this due to the possible silent nature of the infection. There is not that
much information to be found on the approximate true cost of vaccinating a single individual
against DENV or testing them for antibodies. Using the values used in other studies [204, 167],
in this study the cost of vaccination κ1 is set to 20 and the cost of screening for antibodies κ2 is
set to 10.

The fourth and final major component of the experimental setup consists of the MOMAB PFI
algorithms. The primary objective of the experiments is to evaluate whether these MOMAB
PFI algorithms can be used to efficiently identify the Pareto optimal vaccination strategies. The
goal is to identify the entire subset of Pareto optimal vaccination strategies in a sample-efficient
manner1 and be able to present this set of trade-offs to the decision makers, without making
assumptions about their possible preferences.

In Section 10.2, the reproductions of nine distinct MOMAB algorithms for regret minimization
were discussed. There, the differences and relations between the regret minimization setting
for which the algorithms were designed, and the PFI setting of this dissertation are discussed.
Section 10.2 also deals with the valuable insight that might be gained from the reproduction of
these regret minimization MOMAB algorithms, even though their purpose does not correspond
exactly to the MOMAB PFI setting presented in this dissertation. Finally, in Section 10.2 the
extension of four of the regret minimization MOMAB algorithms to the PFI setting was discussed:
Pareto UCB1, Pareto Thompson Sampling, Pareto Knowledge Gradient, and Annealing Pareto.
It was also motivated why the remaining five variants were not suited for extension to the
PFI setting. A complete overview of the reproduced and extended algorithms can be found in
Figure 10.5. The performance of the four extended algorithms was then evaluated with respect to
the PFI metrics (Bernoulli, Jaccard similarity, and hypervolume) proposed by this dissertation in
Section 10.1, using the experiment visualized in Figure 10.6. From these experiments it became
clear that all extended algorithms were well-suited to the PFI setting, with the Pareto UCB1 and
Pareto Thompson Sampling algorithms performing better than the Pareto Knowledge Gradient
and Annealing Pareto algorithms, especially with respect to efficiently identifying the entire set
of optimal arms.

Last but definitely not least, in addition to the four MOMAB PFI algorithms discussed in
Section 10.2, this study also proposed a completely novel preference-unaware MOMAB PFI
algorithm in Section 10.3: Top-two Pareto Fronts Thompson sampling (TTPFTS). Intuitively,
this algorithm is an extension of the Top-two Thompson Sampling algorithm for the single-
objective best-arm identification setting. The mechanisms employed by TTPFTS to decide
which arms to pull and to recommend to the user are discussed in detail in Section 10.3. The
performance of the novel TTPFTS algorithm was also compared against the other four MOMAB
PFI algorithms with respect to the PFI metrics proposed in Section 10.1. The results from those
experiments can be found in Figure 10.10.The results showed that the TTPFTS algorithm clearly
outperformed the four other PFI MOMAB algorithms. Hence, the four extended algorithms from
Section 10.2 and the novel TTPFTS algorithm from Section 10.3 are used in the final experiments.
To assess whether the MOMAB PFI algorithms represent an improvement in sample-efficiency,
Uniform Sampling was also included in the final experiments as a performance baseline.

With that, all major components of the proposed experimental setup have been discussed. In
the next section, the actual experiments that were conducted within the context of this study
using the presented methodological contribution will be looked at in detail.

1I.e. more sample-efficient than the Uniform Sampling algorithm currently employed in most studies evaluating
the effects of mitigation strategies for various epidemics.
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11.2 Experiments

In this section, the experiments conducted using the proposed experimental setup from the
previous section will be discussed. The goal of these experiments was to verify whether Pareto
front identification (PFI) multi-objective multi-armed bandit (MOMAB) algorithms can be used
to identify the subset π∗ of optimal vaccination strategies from a larger set π of vaccination
strategies under consideration in sample-efficient manner.

Starting with the set π of vaccination strategies under consideration, Figure 11.3 shows a com-
plete overview of the 53 vaccination strategies that were considered for this study’s final experi-
ments. A rich and diverse set of different vaccination strategies was ensured using the quadrant-
based approach described in Section 11.1. The effects of each of the vaccination strategies were
then simulated using the model proposed by Recker et al. [137] extended with support for vac-
cination and age-heterogeneity as described in Sections 9.2 and 9.3. Based on these simulations,
each of the vaccination strategies is associated with a value for both the conflicting objectives:
the medical burden endured by the population as a result of the prevalence of DENV, and the
monetary cost of the vaccination program. The values for both objectives for each of the simu-
lated vaccination strategies are shown in Figure 11.3 in the Medical Burden and Monetary Cost
columns. The far right column of Figure 11.3 provides some information about the nature of the
vaccination strategies within each group.
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Figure 11.5: Scatter plot of the obtained simulated medical burden and monetary cost over a
ten year period associated with each of the 53 vaccination strategies.

The results with respect to the two objectives for each of the vaccination strategies are then
plotted as shown in Figure 11.5. In this figure, the results with respect to the two objectives for
each of the vaccination strategies are shown as a scatter plot where the horizontal axis represents
the Medical Burden objective and the vertical axis represents the Monetary Cost objective. For
easier interpretation, the points have been colored based on their group according to the colors
used in Figure 11.3.
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Optimal vaccination strategies are associated with a low medical burden and a low medical
cost. As the goal is to minimize these two conflicting objectives, the plot in Figure 11.5 can be
modified, yielding the annotated scatter plot shown in Figure 11.6.
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Figure 11.6: Scatter plot of the obtained simulated medical burden and monetary cost over a
ten year period associated with each of the 53 vaccination strategies. Strategies are annotated
with their index from Figure 11.3. Optimal strategies are connected with a dotted line.

This annotated version shows the index of each of the strategies based on their position in
Figure 11.3. The optimal strategies are connected with a dotted line for easier identification.
The dotted line does not correspond directly with the true Pareto front for this DENV MOMAB
setting. However, it gives some insights into the nature of the Pareto front. The first observation
is the strong non-convex nature of the Pareto front. This is visible between strategies 30, 14, and
8. Secondly, it can be observed that some of the optimal strategies are associated with values
for the objectives that are extremely close to one another. A good example of this are strategies
30, 31, and 32 which are very closely related with respect to the Medical Burden objective. Both
this non-convex nature, as well as the close proximity of some of the optimal strategies result in
an interesting DENV MOMAB setting that is challenging for the PFI algorithms.

As can be observed from Figures 11.3, 11.5 and 11.6, by nature, the units used for the medical
burden objective and the monetary cost differ, resulting in a very large difference in range between
both objectives. To further standardize the experiments proposed in this study, it was decided
to normalize the data with respect to both objectives. The result of this normalization can be
seen in figure Figure 11.7. Both objectives were scaled to have values between 0 and 1, while
keeping the relative distance between points identical. This normalization also ensures that the
hypervolume metric will have a value between 0 and 1, in correspondence to the Bernoulli and
Jaccard metrics.

The final way in which the data was transformed in preparation for the experiments was through
an inversion shown in Figure 11.8. The PFI MOMAB algorithms assess the optimality of an arm,
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Figure 11.7: Scatter plot of the normalized obtained simulated medical burden and monetary
cost over a ten year period associated with each of the 53 vaccination strategies. Strategies are
annotated with their index from Figure 11.3. Optimal strategies are connected with a dotted
line.

or in this case vaccination strategy, based on the observed rewards with respect to the different
objectives, where larger rewards indicate a more performant arm. This inversion essentially
transforms the minimization setting into a maximization setting within which the PFI MOMAB
algorithms can be employed. The points corresponding to the optimal vaccination strategies that
were previously found in the bottom left, are now located in the top right corner of the plot,
connected via a dotted line.

Up to this point, the data for which the transformation process has been discussed, was the output
of the deterministic DENV model proposed in Section 9.3. However, the discussed PFI MOMAB
algorithms work with stochastic rewards. Furthermore, one of the main goals of this dissertation
was to examine whether PFI MOMAB algorithms could be used to identify the subset of optimal
vaccination strategies based on the output of a computationally expensive stochastic model in a
sample-efficient manner. The idea now is to use the deterministic output of the DENV model,
together with a fixed standard deviation, to define a multivariate Gaussian reward distribution for
each of the arms. These probabilistic rewards based on the deterministic simulations then serve
as a basic proxy for possibly more complex and computationally expensive stochastic models
that might be used in future work. This pseudo-stochastic output of the epidemiological model
is not the most realistic, but since the true means are known, the ground truth for the Pareto
front is also known and the performance of the PFI MOMAB algorithms can be evaluated. In
the experiments presented here, a standard deviation of 0.1 is used consistently across all arms
and objectives.

To evaluate the ability of the PFI MOMAB algorithms to identify the entire subset of optimal
vaccination strategies based on the created multivariate reward distributions, each algorithm was
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Figure 11.8: Scatter plot of the normalized and inverted obtained simulated medical burden
and monetary cost over a ten year period associated with each of the 53 vaccination strategies.
Strategies are annotated with their index from Figure 11.3. Optimal strategies are connected
with a dotted line.

ran with a budget of 30,000 arm pulls. After each arm pull t, the set of arms Rt recommended
by the PFI MOMAB algorithms was logged. This experiment was repeated 100 times for each
algorithm. With that, the experimental setup and the way it was used to examine the research
question have been discussed in detail. In the next section, the results of the experiments will
be discussed.

11.3 Results

In this final section on the DENV MOMAB setting proposed within this dissertation, the results
of the PFI experiments will be discussed. As was discussed in the previous section, each of the
PFI MOMAB algorithms was given a budget of 30,000 arm pulls to identify the complete subset
π∗ of optimal vaccination strategies. After each arm pull t, the PFI MOMAB algorithm was
asked for its set of recommended arms Rt. This information was logged and the experiment was
repeated 100 times for each of the algorithms.

Based on the logged recommendations made by each of the algorithms over the different runs
of the experiment, the average quality of the recommendations made by the PFI algorithms
was evaluated using the performance metrics presented in Section 10.1. These metrics were
specifically developed to quantify the quality of the recommendationsRt made by a PFI MOMAB
algorithm with respect to the true Pareto front A∗. The results of this analysis can be found in
Figure 11.9.

Starting with the Bernoulli metric in Figure 11.9a, it can be seen that all presented PFI MOMAB
algorithms are able to give perfect recommendations to a certain extend, but some algorithms
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(a) Bernoulli metric
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(b) Jaccard metric
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(c) Hypervolume metric
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Figure 11.9: Results of the extended MOMAB algorithms including TTPFTS in the final DENV
MOMAB setting experiment with respect to the Bernoulli, Jaccard, and hypervolume metrics.
Results are averaged over 100 runs of the algorithm with a budget of 30,000 arm pulls. The
shaded area shows the 95% confidence interval around the mean.

perform noticeably better than others. Starting with the worst performing algorithm, it can be
observed that Pareto Knowledge Gradient gives perfect recommendations approximately 10%
of the time after 7500 arm pulls. Improving on this, the Annealing Pareto algorithm gives
perfect recommendations approximately 20% of the time after only 5000 arm pulls. This in-
dicates that within this setting, the Annealing Pareto algorithm is more sample-efficient than
the Pareto Knowledge Gradient algorithm, while also being better at learning the true Pareto
front. Although initially, the Bernoulli metric for the Annealing Pareto algorithm shows a rapid
increase, it plateaus around 0.2, being surpassed in performance by the remaining three other
PFI MOMAB algorithms. It is also valuable to examine the performance of Pareto Knowledge
Gradient and Annealing Pareto with respect to the Uniform Sampling baseline. In the proposed
experimental DENV MOMAB setting, Pareto Knowledge Gradient is consistently outperformed
with regards to the Bernoulli metric by the Uniform Sampling baseline. However, when observ-
ing the Bernoulli metric curves for the Uniform Sampling baseline and Annealing Pareto, it can
be deduced that Annealing Pareto is better at giving perfect recommendations when the budget
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is limited to approximately 12.500 arm pulls. If the budget is chosen to be larger, the Bernoulli
metric performance of Uniform Sampling is greater than that of Annealing Pareto. This re-
sult indicates both a strength and a weakness of the Annealing Pareto algorithm in the DENV
MOMAB setting when compared to the baseline, as it learn to give perfect recommendations
more often using less arm pulls, yet stagnates being overtaken by the baseline.

When looking at the Bernoulli metric curve for Pareto Thompson Sampling, it can be seen in
Figure 11.9a that this algorithm shows a rapid increase in perfect recommendation frequency
after around 2000 arm pulls. This initial increase indicates that, as more arms are pulled, Pareto
Thompson Sampling quickly learns to make better recommendations that are identical to the
true Pareto front. This increase slows after approximately 7500 arm pulls where a value of 0.75 is
reached for the Bernoulli metric. After this point, the value for the Bernoulli metric steadily keeps
increasing until approximately 20,000 arm pulls of the budget have been used. From 20,000 arm
pulls onwards, Pareto Thompson Sampling gives perfect recommendations approximately 95% of
the time, with the shaded confidence interval reaching the theoretical maximum value of 1 for the
Bernoulli metric. The next-best performing algorithm with respect to the Bernoulli metric is the
novel Top-two Pareto Fronts Thompson sampling (TTPFTS) algorithm that was presented in
Section 10.3. Its learning curve is very similar in nature to that of Pareto Thompson Sampling,
with the advantage of achieving similar great performance in less arm pulls. Finally, of the
five tested algorithms, Pareto UCB1 showed the best performance with respect to the Bernoulli
metric in the DENV MOMAB setting. The learning curve of this algorithm is characterised by
an almost immediate steep increase in Bernoulli metric. This steep increase indicates that the
algorithm very quickly identifies and recommends the entire set of Pareto optimal arms. After
approximately 5000 arm pulls, the increase slows. However, at this point, the Pareto UCB1
algorithm already makes perfect recommendations 90% of the time. After the 5000’th arm pull,
the algorithm’s performance increases further, reaching the theoretical maximum value of 1 for
the Bernoulli metric after approximately 12.000 arm pulls. This indicates that from that point
onward, the algorithm will always perfectly recommend the complete subset of optimal arms.

Comparing the performance of Pareto Thompson Sampling, TTPFTS, and Pareto UCB1 with
respect to the Bernoulli metric with the performance of the Uniform Sampling baseline, it can
be observed that these three top algorithms perform significantly better. After 17.500 arm pulls
Pareto Thompson Sampling, TTPFTS, and Pareto UCB1 almost always perfectly recommend
the Pareto optimal arms. When given the same budget, the baseline manages perfect recom-
mendations approximately 30% of the time. This means that, when employing a conservative
approach to calculating the performance increase, these three MOMAB algorithms represent
a threefold improvement in performance relative to the baseline with respect to the Bernoulli
metric.

Moving on to the Jaccard similarity metric, the relative performance between algorithms that
was established with respect to the Bernoulli metric remains unchanged. From Figure 11.9b, it
can be observed that all algorithms show a very fast increase in Jaccard metric as they spend
the initial arm pulls of their budget. This indicates that the set of arms recommended by the
algorithms and the true set of Pareto optimal arms quickly become more similar, which implies
the ability of the algorithms to learn the subset of Pareto optimal arms. Figure 11.9b shows
that after approximately 5000 arm pulls, the performance of Pareto Knowledge Gradient and
Annealing Pareto stagnates at values of 0.75 and 0.85 respectively. This is an indication that
both these algorithms managed to learn a significant portion of the true subset op optimal arms,
but did not manage to identify all optimal arms. From the data shown in Figure 11.9b, it can
also be observed that the other algorithms did not stagnate, each reaching values for the Jaccard
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metric close or equal to the theoretical maximum value 1. Similarly to the performance with
respect to the Bernoulli metric, the learning curves for Pareto Thompson Sampling and TTPFTS
share the same shape, reaching extremely good Jaccard similarity after 15,000 and 10,000 arm
pull respectively. Once again, TTPFTS outperforms Pareto Thompson Sampling. Pareto UCB1
reaches very high values with respect to the Jaccard metric after only 5000 arm pulls, indicating
the algorithm’s ability to efficiently learn the true set of Pareto optimal arms. Interestingly, the
point at which Pareto UCB1, Pareto Thompson Sampling, and TTPFTS reach values for the
Jaccard metric that are close to the theoretical maximum of 1, corresponds to the point at which
their steep increase in Bernoulli metric starts slowing down. This is an indication that some arms
in the Pareto front are particularly challenging to efficiently identify as being optimal. This will
be verified later in this section using the arm recommendation frequencies shown in Figure 11.10.

When comparing the performance of the PFI MOMAB algorithms with the Uniform Sampling
baseline with respect to the Jaccard metric, the same trends that emerged when studying the
Bernoulli metric are visible. Once again, Pareto Knowledge Gradient is outperformed by the
baseline, and Annealing Pareto is more sample-efficient than Uniform Sampling up to approxi-
mately 12.500 arm pulls. It can also be deduced from Figure 11.9b that Pareto UCB1, Pareto
Thompson Sampling, and TTPFTS are more efficient than the baseline at recommending sets
of arms more similar to the true Pareto optimal set. After approximately 17.500 arm pulls, all
three of these MOMAB algorithms reach the theoretical maximum value of 1 for the Jaccard
metric, while the Uniform Sampling baseline reaches 85% Jaccard similarity. Combining these
observations with those of the Bernoulli metric curves in Figure 11.9a already provides strong
evidence for improved sample-efficiency MOMAB PFI algorithms can offer.

The final metric that needs to be discussed is the hypervolume metric. Once again, the relative
performance between algorithms that was established when observing the previous two metrics
remains identical. However, from this metric shown in Figure 11.9d, it can be seen that the
quality of the recommendations made by the Annealing Pareto algorithm is significantly better
than those made by Pareto Knowledge Gradient. It is even the case that the hypervolume of the
recommendations made by the Annealing Pareto algorithm is close to the hypervolume of the
recommendations made by Pareto Thompson Sampling. This result is interesting as the Pareto
Thompson Sampling algorithm clearly outperformed Annealing Pareto with respect to the other
two metrics by quite a large margin. From this, it can be deduced that even though Annealing
Pareto fails to identify the entire Pareto front, it still makes high quality recommendations
that dominate close to optimally large parts of the objective space. The same interesting trend
continues when also considering the Uniform Sampling baseline. Even though the performance
of the baseline algorithm with respect to the previous two metrics surpassed that of Annealing
Pareto for budgets larger than 12.500 arm pulls, the hypervolume of the recommendations made
by Annealing Pareto remain larger than those of the baseline. This is another indication that
although Annealing Pareto fails to identify the entire Pareto front, the recommendations it
makes are of a high quality. This also highlights that, within this setting, it is very useful to
have multiple performance metrics, as only a single metric might not tell the entire story.

To gain further insights into the results obtained with respect to the different performance metrics
in Figure 11.9, the frequency with which the different algorithms recommend the different arms
was also examined. This statistic can be seen visualized in Figure 11.10. In this figure, the
average recommendation frequency for each arm over the 100 experiments is plotted as a bar,
with the 95% confidence interval around the mean being plotted as an error bar. The bars
corresponding to the optimal arms are plotted in green, while the suboptimal arms are plotted
in blue. Starting with the data for Pareto Knowledge Gradient in Figure 11.10c, it becomes
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(a) Pareto UCB1
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(b) Pareto Thompson Sampling
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(c) Pareto Knowledge Gradient
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(d) Annealing Pareto
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(e) Top-two Pareto Fronts Thompson Sampling
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(f) Uniform Sampling

Figure 11.10: Average arm recommendation frequencies of the PFI MOMAB algorithms in the
final DENV MOMAB setting experiment. Results are averaged over 100 runs of the algorithm.
The error bars show the 95% confidence interval around the mean. Optimal arms are plotted in
green.
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clear why this algorithm had the worst performance in the experiments. The frequency with
which the optimal arms are recommended varies greatly between optimal arms, indicating that
some arms were identified as optimal and recommended much more often than other arms. The
confidence intervals for individual optimal arms are also relatively large when compared to those
of the other algorithms. This indicates a large variability in whether that specific optimal arm
is identified as being optimal and subsequently recommended to the user. Pareto Knowledge
Gradient also suffers from recommending arms that are close to the Pareto front but suboptimal,
such as arms 1, 2, and 7.

Annealing Pareto was the fourth best performing algorithm, showing interesting results when
comparing its scores for the different performance metrics in Figure 11.9. Figure 11.10d shows the
average frequency with which Annealing Pareto recommended each of the arms. This visualiza-
tion corresponds neatly to the intuition behind the Annealing Pareto algorithm which gradually
tightens the bound for the arms it considers to be optimal. Because of this, the arms close to
the Pareto front are recommended often until the bound becomes strict enough for them not to
be considered optimal anymore. This is especially clear for suboptimal arms 1, 2, and 7 which
are closest to the true Pareto front. Note that the intuition behind the mechanisms employed
by Annealing Pareto, visible in Figure 11.10d, also provides a plausible explanation as to why
its performance with respect to the hypervolume metric was superior to the performance with
regards to the other metrics. By design and due to the choice of the reference point, the highest
attainable hypervolume is associated with recommendations that include the entire subset of
optimal arms. During its initialization phase, Annealing Pareto does not tighten the threshold
and hence all arms, including the true subset of optimal arms, are considered to be Pareto opti-
mal. This results in the maximum attainable hypervolume metric during approximately the first
2500 arm pulls shown in Figure 11.9d. After the initialization phase, Annealing Pareto starts
updating the set of arms it considers to be Pareto optimal. Gradually, arms that are suboptimal
are removed depending on how suboptimal the algorithm estimates the arms to be, where more
suboptimal arms are removed earlier. Consequently, the set of arms considered to be optimal
by Annealing Pareto might not correspond perfectly to the true subset of Pareto optimal arms,
but will always include arms that are (close to) optimal. The algorithm then recommends this
set which will always be associated with a large hypervolume, explaining why Annealing Pareto
performs so good with regards to this metric. The visualization in Figure 11.10d indicates that
the improvement in performance over Pareto Knowledge Gradient stems mainly from the im-
proved consistency with which optimal arms are identified. Where Pareto Knowledge Gradient
only consistently identified arm 30, Annealing Pareto steadily recommends arms 0, 6, 8, and 30.

Moving to the best performing algorithms, it can be observed that their recommendation frequen-
cies look very similar to one another. Pareto UCB1 performed best with respect to all proposed
performance metrics. When looking at the frequency with which Pareto UCB1 recommends
each of the arms, we can see that it almost never recommends suboptimal arms, and whenever
a suboptimal arm is recommended, it is a suboptimal arm that is very close to the true Pareto
front. Furthermore, it can also be observed that it identifies and recommends all optimal arms
with the same frequency. The absence of noticeable error bars for the bars corresponding to the
optimal arms also shows the stability with which Pareto UCB1 identifies the subset of optimal
arms. The other two algorithms that performed very good in the experiments are Pareto Thomp-
son Sampling and TTPFTS. Their average recommendation frequencies plotted in Figure 11.10b
and Figure 11.10e respectively look very similar, both consistently identifying the entire subset
of optimal arms. The largest variability in recommendation frequency is present for arms 31 and
32 for both algorithms. As this variability is not present in the data from Pareto UCB1, this
can be used to explain the performance deficit with respect to Pareto UCB1: Pareto Thompson
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Sampling and TTPFTS were challenged by arms 30, 31, and 32 which are in extremely close
proximity of one another yet are all Pareto optimal.

In conclusion, this section has provided a detailed visualization and analysis of the experimen-
tal results obtained from the novel DENV MOMAB setting investigated in this dissertation.
Through extensive evaluation using multiple performance metrics, the effectiveness and effi-
ciency of various PFI MOMAB algorithms has been thoroughly examined. Each algorithm’s
ability to identify optimal vaccination strategies within a defined budget of arm pulls was as-
sessed across 100 experimental runs, shedding light on their respective strengths and weaknesses,
while also comparing their performance with the Uniform Sampling baseline. With these results
meticulously analysed and discussed, the subsequent parts of this dissertation deal with the final
discussion and conclusion.
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Throughout this dissertation, an extensive number of methodological contributions were pro-
posed, interesting results were presented and analyzed, assumptions were made, and sometimes
strong statements were posited. This second to last part of the study is dedicated to the ob-
servations and results which require some additional discussion. Furthermore, throughout this
section, we aim to reflect critically on the conducted research as this is of great importance to
any scientific work, resulting in new insights. Finally, we ruminate about possible future work
and how this might build upon the research conducted in this study.

Throughout this Discussion section, an identical structure to the rest of the dissertation will be
used, starting with discussing dengue epidemiological modelling, then moving on to the MOMAB
framework, and finally arriving at the newly proposed DENV MOMAB setting.

Starting with the creation of an epidemiological model simulating dengue epidemics, during the
initial phases of the study, it quickly became clear that a model needed three properties in order
to be suitable: (i) it needed to allow the simulation of the effects of various vaccination strategies,
(ii) it needed to include age-heterogeneity, and (iii) its output needed to be stochastic for use
in a MOMAB setting. To this end, the initial plan was to reproduce the state-of-the-art, yet
deterministic compartmental model proposed in 2016 by Ferguson et al, as this model excellently
incorporated needs (i) and (ii).

Following this reproduction, the plan was then to extend an existing stochastic individual based
model for dengue epidemics with the features from the 2016 Ferguson et al. model, resulting
in a model that suited all needs. However, due to various factors, the reproduction of the 2016
Ferguson et al. model was only partially completed. Two main reasons why the reproduction
was only a partial success were identified: technical limitations, and lack of certain information
aiding reproducibility provided throughout the original publications. Starting with the technical
limitations, Wolfram Mathematica was used to reproduce compartmental models as these mod-
els are governed by systems of differential equations. While the simplest models are governed
by systems of ordinary differential equations, the 2016 Ferguson et al model was governed by
continuous time-delayed partial differential equations. The use of such complex equations was
warranted by the modeled effects of the incubation period on infection and the stratification of
the host population into continuous age classes. The ODE solver that is present in Wolfram
Mathematica is able to solve systems of delay-differential equations like the one that was being
reproduced, however, it can only handle discrete delays. Furthermore, the initialization of the
equations across a continuous number of age classes was unable to be completed due to Wolfram
Mathematica’s limitations with regards to continuous variables. In their original publication,
Ferguson et al. did not include their own implementation of the model, neither the ODE solver
they employed, nor the initial conditions used to obtain their results. The combination of these
elements made it so that the reproduction effort had to be abandoned. However, this partial
reproduction provided a great amount of learning opportunities about the intricacies of more
complex models for dengue virus, and the key insight that vaccination could be modeled as a
silent infection was made. These were later leveraged in the model used in the final DENV
MOMAB. This partial reproduction also provides a solid base for future work and continued
reproduction efforts. One avenue might be to discretize the age groups and adapt the model.
However, this adaptation is non-trivial as the continuous nature of the age groups is crucial for
the implementation of certain parts of the model.

After the partial success of the reproduction of the 2016 Ferguson et al. model, the decision was
made to reproduce and extend the 2009 Recker et al. model instead. However, the first attempts
at reproducing the results obtained by the authors in their original paper, and thus verifying
the correctness of the reproduced model, were unsuccessful. Only a subset of the proposed
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combinations of parameter values yielded sound results, while others caused high degrees of
numerical instability in the ODE solver, resulting in results that were not viable for interpretation.
Upon contacting the authors of the paper, it became clear that they had not mentioned a so called
importation rate that causes an additional flux of individuals from the susceptible compartment
to the primary infections compartments. This adjustment enhances the numerical stability of
the simulation. Upon further examination of the importation rate, we hypothesized that it
might serve as an additional seeding mechanism necessary for simulating disease dynamics over
multiple millennia. After further interesting correspondence with the authors, we concluded that
the persistence of dengue during the off-season or in regions not typically considered conducive
to dengue transmission remains an open research question. After including the importation rate,
similar results to those obtained in the original study were obtained, and consequently the now
verified reproduced model was extended to suit all needs imposed by this study. However, it is
interesting to note that for the reproduction of both models, information that could drastically
increase the reproducibility of the models was omitted. This increases the difficulty of the
verification process and the development of novel methods building upon these models. It is
however important to disclose that the authors of the 2009 Recker et al. model were very
open to discussion about their model, and that, due to already having started the reproduction
of the 2009 Recker et al. model, we did not contact the authors of the 2016 Ferguson et al.
model. We argue that, in the spirit of open science, public or on-demand availability of technical
artefacts, such as code and software, accompanying published research could be of great benefit
to the scientific community, increasing the ease of reproducibility and verification and allowing
researchers to more easily build upon existing work.

To suit the needs of this study, the 2009 Recker et al. model was extended with explicit com-
partments for vaccinated individuals. This allowed for the evaluation of the impact of various
vaccination strategies, but also the cost of implementing those strategies. There is not that
much information to be found on the approximate true cost of vaccinating a single individual
against DENV or testing them for antibodies. Using the values used in other studies [204, 167],
in this study the cost of vaccination is set to 20 and the cost of screening for antibodies is set to
10. However, it is important to note that these costs will differ between settings depending on
the vaccine that is administered, the test that is used, the existing medical infrastructure, the
availability of medical personnel, and various other factors. The 2009 Recker et al. model was
also extended with support for age-heterogeneity. Within this study, this was achieved using a
contact matrix. Such a matrix is incorporated into the model and weighs the relative influence
of contacts between individuals of various age groups on the overall disease dynamics. It is
important to disclose that such contact matrix based approaches are most suited to modeling
diseases in which the virus is directly spread from individual to individual without the need for
a vector intermediary. However, after careful consideration it was decided that such a model is
also sound for simulating dengue epidemics depending on the values chosen for the entries of the
matrix. The reasoning behind this is that wherever individuals meet, they can infect others via
the mosquito vectors that are present in the area. The values in the matrix essentially weigh
the importance of contacts between individuals in the force of infection. Hence, the decision was
made to use values for the entries where the contacts between age groups are of relatively low im-
portance but still play a role in the overall disease dynamics. Based on the considerations made
by this study and the survey of relevant literature on vaccination against DENV, we hypothesize
that the age at which individuals are vaccinated and age-related ADE factors will be of greater
importance in the overall disease dynamics than the contacts between age groups. This is an
interesting avenue for future work that can be studied using minimal adaptations to the model
presented in this study.
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Moving on, one of this dissertation’s main objectives was to study and gain new insights into the
MOMAB framework, specifically within the context of Pareto-front identification (PFI), and to
contribute to its development by proposing a completely novel PFI MOMAB algorithm. This
objective arose due to the adaptability of the MOMAB framework for identifying optimal pre-
vention strategies for various infectious diseases. This independence of the underlying process
highlights one of the MOMAB framework’s key strengths: general applicability. When model-
ing infectious diseases, and when creating models in general, many setting-specific assumptions
about the underlying real-world processes are made. While these assumptions are necessary, as
models cannot be developed without them, they also serve the important function of making our
assumptions explicit, thereby encouraging rigorous reasoning. In the introduction, we claimed
that the bandit framework works independently of the assumptions underlying the models, re-
lying solely on the stochastic outputs to learn the optimal strategies (arms). This characteristic
enables the MOMAB framework to identify optimal policies across a wide range of models,
making it a highly valuable area for study and the generation of new insights. However, it is
important to note that, whenever Bayesian MOMAB algorithms are employed, the underlying
process might influence the prior that is selected. In general, an uninformative prior can be se-
lected to conserve the model-independent nature of the MOMAB framework. Whenever a prior
is chosen which incorporates knowledge about the underlying process, this model-independence
property is violated.

In the process of studying the MOMAB framework, specifically with respect to the PFI setting,
we proposed a number of performance metrics to quantify the quality of the recommendations
made by PFI MOMAB algorithms. After using these metrics throughout various experiments,
the Bernoulli and hypervolume metrics warrant some further discussion. Firstly, it was observed
that the Bernoulli metric is a very strict metric: only perfect recommendations are recompensed.
This means that if a recommendation contains all but one of the Pareto optimal arms, the
Bernoulli metric will be equal to 0. Similarly, if the recommendation contains all Pareto optimal
arms and some additional suboptimal arm, the Bernoulli metric will also be equal to 0. From
an intuitive point of view, recommendations that are far from perfect receive the same score as
recommendations that are nearly perfect. Consequently, the Bernoulli metric does not provide
that much insight into the acquisition process of the Pareto front by the PFI algorithm. However,
we argue that the Bernoulli metric is a strong indicator of the algorithms ability to identify the
Pareto optimal arms, that is particularly useful when the goal is to perfectly identify the Pareto
front. During the processing of the results from the experiments conducted using the final
DENV MOMAB setting, a minor flaw with the design of the hypervolume metric was observed.
By design and due to the choice of the reference point, the highest attainable hypervolume is
associated with recommendations that include the entire subset of optimal arms. This means
that very broad recommendations including large numbers of arms have a very high chance of
achieving a high value for the hypervolume metric, while the quality of these recommendations
might be questionable. Hence, in isolation, the hypervolume metric might not be as suitable for
the evaluation of MOMAB PFI algorithms that start by considering all arms as Pareto optimal
like the Annealing Pareto algorithm. This also highlights that, within the MOMAB PFI setting,
it is very useful to have multiple performance metrics, as only a single metric might not tell
the entire story. Further studies into quality metrics for MOMAB algorithms might prove an
interesting avenue for future work.

An interesting observation that came from this dissertation’s literature review, and is confirmed
by [140], is the lack of literature on pure MOMAB algorithms for Pareto front identification (PFI)
where the preference of the user is not taken into account. It is, however, important to note that
within the space of multi-objective optimization problems, Bayesian Optimization algorithms
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exist that incorporate MABs for their acquisition function [140]. These Bayesian Optimization
algorithms can be used to solve MOMAB settings like the one we propose but are beyond the
scope of this dissertation. The PFI setting is essentially the multi-objective extension of the
best-arm identification (BAI) setting for single-objective MABs discussed in Section 5.2. This
setting is of particular interest since it corresponds exactly to the objective of this dissertation: to
provide the decision maker with the complete set of possible trade-offs between different optimal
vaccination strategies, without making any assumptions about their preferences.

Following this observation, the decision was made to study the relationships between MAB algo-
rithms for the single-objective setting and the multi-objective setting, as well as MAB algorithms
for the regret minimization setting and the best-arm identification setting. In Section 8.2, four
different variants of preference-unaware MOMAB algorithms were presented. All algorithms
presented in Section 8.2 are algorithms for regret minimization, all aiming to minimize their
cumulative and unfairness regrets while navigating the exploration-exploitation trade-off in their
own unique way: UCB, Thompson sampling, Knowledge gradient, and an Annealing approach.
The first main goal of this dissertation does not align completely with the regret minimization
setting that these algorithms were designed for. Instead, it is an instance of the PFI setting
for MOMABs. However, the preference-unaware nature of the MOMAB algorithms presented
in Section 8.2 does align with the needs of this study. Furthermore, when considering single-
objective MAB algorithms, it is regularly the case that best-arm identification algorithms and
regret minimization algorithms are closely related to one another, where the former has an ad-
ditional emphasis on exploration. Some examples are the UCB algorithm with a larger value for
the exploration-regulating hyperparameter κ, and the close relation between Thompson sampling
and Top-two Thompson Sampling. These facts, combined with the lack of pure MOMAB algo-
rithms for Pareto front identification, identified in Chapter 8 and confirmed by Reymond in [140],
made the algorithms presented in Section 8.2 very valuable to examine within the context of this
dissertation: They might be suitable for adaptation to the MOMAB Pareto front identification
setting.

Only the Pareto variants of each of the algorithms were extended to the PFI setting. By design,
the scalarized variants of the MOMAB algorithms do not explore the multi-objective space
directly. Instead, they reduce the multi-objective space to single scalar value for each arm based
on a scalarization function. From this scalar value for each of the arms, a relative order between
the arms can always be established, where a single arm is considered to be the optimal arm.
Hence, the scalarized variants of the MOMAB algorithms will always recommend a single arm
when extended to the PFI setting. Within the context of this dissertation, this corresponds to
the algorithm only identifying a single vaccination strategy which is optimal under the function
used for scalarization. This clearly goes against the goal of presenting the decision makers with
all possible trade-offs. Furthermore, when using such scalarized algorithms, the scalarization
function(s) employed by the algorithm need to be defined a priori, thus necessitating assumptions
to be made about the possible preferences of the decision maker. In this dissertation, the goal
is to avoid making assumptions about the utility of the decision maker. Due to these reasons,
the scalarized variants of the MOMAB algorithms were not suitable for extension to the PFI
setting within the context of this study. Following the extension of these algorithms to the
PFI setting, experiments were conducted for which the findings highlighted the potential of
adapting existing MOMAB algorithms to the PFI setting. Future work could explore further
adaptations and enhancements to these algorithms to improve their performance. Additionally,
investigating the impact of different experimental setups, such as varying the standard deviation
of the reward distributions could provide deeper insights into the robustness and applicability of
these algorithms in real-world scenarios. Furthermore, the study of relationships between various
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(MO)MAB algorithms for both the regret minimization and the best-arm identification/PFI
setting provides us with useful insights into how existing MOMAB algorithms can be extended
to fit different settings and which algorithms might be suitable for use within the PFI setting.
Interesting future research might include adapting other MOMAB algorithms to the PFI setting
or extending existing MAB algorithms for the BAI setting, like Successive Rejects, to the PFI
setting.

One of the most major contributions made by this dissertation is the proposal of a completely
novel PFI MOMAB algorithm: Top-two Pareto Fronts Thompson Sampling (TTPFTS). This
algorithm is essentially a preference-unaware MO extension of the Top-two Thompson Sampling
algorithm for the BAI setting. When following the TTPFTS strategy, the algorithm either pulls
an arm from the subset of arms it considers to be Pareto-optimal, or it temporarily ignores
these arms and pulls an arm from the subset of the most optimal suboptimal arms. We argue
that, even though this is a relatively simple algorithm it seems to capture the complexity of the
problem. When introducing the results obtained for the TTPFTS algorithm, it can be observed
that it significantly outperforms other algorithms within the single specific experimental setup
used in this dissertation. Focusing on the Bernoulli performance metric shown in Figure 10.10a,
the TTPFTS algorithm’s performance increases rapidly, consistently providing perfect recom-
mendations of the true set of Pareto optimal arms more than 90% of the time after only 3000
arm pulls. This represents a substantial improvement over the 80% success rate achieved by
the best-performing alternative algorithm, Pareto Thompson Sampling, after 5000 arm pulls.
Furthermore, the TTPFTS algorithm also surpasses the other tested algorithms concerning the
Jaccard similarity metric and the hypervolume metric. These results suggest that in this setting,
the TTPFTS algorithm is more effective and efficient at identifying the Pareto front than the
other algorithms.

However, it is important to note that these findings are based on a single experimental setting. To
make more robust claims about the TTPFTS algorithm’s performance, additional experiments
should be conducted with varying numbers of arms, objectives, relative distances between arms,
and different reward distributions and variabilities for the arms. Nonetheless, these results are
highly encouraging for the potential performance of the novel TTPFTS algorithm proposed in
this dissertation.

We also argue that a number of interesting opportunities for future work present themselves based
on the proposal of the TTPFTS algorithm. For example, it can be studied whether the binary
notion of either pulling an arm from the estimated Pareto front or the most optimal suboptimal
arms, could be made more subtle by for example not considering only part of the estimated Pareto
front. Another interesting avenue for future work would be to look into potential guarantees for
the performance of TTPFTS.

Currently, there is support for using either a Beta distribution or Normal-inverse-gamma dis-
tribution as a prior in the Python implementation of the TTPFTS algorithm. The reason for
this is that the code for sampling from the posterior distribution and updating the posteriors
upon observing a new reward is different based on which prior is selected. This means that in its
current state, TTPFTS supports settings where the arms’ reward distributions are either mul-
tivariate Bernoulli distributions or multivariate normal distributions with unknown mean and
variance. However, in the future, the Python implementation can be changed to allow a third
party to implement these methods based on their prior of choice.

Finally, a number of aspects related to the final DENV MOMAB setting require additional dis-
cussion. The first thing to note is the difference in relative performance between the different
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PFI algorithms in the experiments conducted to compare them to TTPFTS in Section 10.3, and
the final experiments using the DENV MOMAB setting. This might be due to the different
amounts of hyperparamter tuning that was employed for both of these experiments. For the ex-
periments in Section 10.3, no hyperparameter tuning was conducted. The exploration-regulating
hyperparamter for Pareto UCB1 was left at 1 to be in line with its original publication, while
the ρ parameter of TTPFTS was left at 0,5 to be in line with the value that is most often em-
ployed in Top-two Thompson Sampling. Meanwhile, for the final experiments using the novel
DENV MOMAB setting, extensive hyperparameter tuning was employed to ensure the optimal
performance for each of the algorithms. It is important to note that in real studies examining
the optimality of various preventive strategies based on a computationally expensive stochastic
model, such extensive hyperparamter tuning is not feasible. Hence, it is important for studies like
this one to experiment with various hyperparameters and for future studies to establish baseline
values for the various hyperparameters of the MOMAB PFI algorithms. It can also be valuable
for a future study to explore how the PFI MOMAB algorithms perform in different settings over
different ranges of hyperparamter values.

The DENV MOMAB setting presented in Chapter 11 uses probabilistic rewards based on deter-
ministic simulations by using the outcome of the simulation as a mean and adding a standard
deviation. Within this study, this serves as a basic proxy for possibly more complex and com-
putationally expensive stochastic models that might be used in future work. It is important to
disclose that this pseudo-stochastic output of the epidemiological model is not the most realistic,
but since the true means are known, the ground truth for the Pareto front is also known and the
performance of the PFI MOMAB algorithms can be evaluated. One way in which future studies
could improve upon the research presented here, is by replacing the dengue epidemic model we
used with an inherently stochastic individual-based model.
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One of the primary objectives of this dissertation was to explore the efficacy of multi-objective
multi-armed bandit (MOMAB) algorithms for the Pareto-front identification (PFI) setting in
identifying optimal vaccine allocation strategies for mitigating dengue epidemics.

To this end, a central research question was addressed: “Can MOMAB algorithms for the PFI
setting be used to identify the subset of optimal vaccination strategies for the mitigation of
dengue epidemics, and the trade-offs between them, in a sample efficient manner within the allo-
cated budget, based on the output of computationally expensive stochastic simulations?”. This
question guided significant parts of the research process, from the development of epidemiological
models to the adaptation of MOMAB algorithms.

To tackle this question, we began by delving into the existing literature on dengue epidemi-
ology and modeling, as well as multi-objective reinforcement learning and optimization. This
foundational knowledge led to the reproduction and extension of two dengue epidemic models,
specifically the 2016 Ferguson et al. model and the 2009 Recker et al. model. Using the insights
gained from the more recent Ferguson et al. model, the Recker et al. model was enhanced
to support vaccination strategies and age-heterogeneity, based on the state-of-the-art idea that
vaccination can be modeled as a silent infection.

With the extended model in place, we introduced Gaussian noise to emulate stochastic behavior,
aligning the model outputs with the stochastic reward functions used by MOMABs. Subse-
quently, in line with the second major objective, we reproduced and adapted several MOMAB
algorithms to the PFI setting and proposed three performance metrics: the Bernoulli metric,
the Jaccard similarity metric, and the Hypervolume metric. These metrics were essential for
evaluating the quality of the recommendations made by the PFI MOMAB algorithms.

The experimental phase involved testing a total of 53 vaccination strategies using the extended
Recker et al. model. By combining the use of stochastic simulations and multi-objective multi-
armed bandits, we aimed to efficiently pinpoint the subset of vaccination strategies that balance
minimizing both the medical burden and monetary costs. Each strategy’s performance was
assessed with respect to those two objectives and used to create multivariate reward distribu-
tions. Five MOMAB algorithms, including a completely novel Top-two Pareto Fronts Thompson
Sampling (TTPFTS) algorithm, were evaluated with a limited budget of 30,000 arm pulls each,
across 100 experimental repetitions. The Uniform Sampling algorithm, which is currently used
in literature for the evaluation of preventive strategies, was used as a performance baseline, also
being granted a budget of 30,000 arm pulls.

The results revealed that among the algorithms tested, Pareto UCB1 consistently performed
best in terms of efficiency and stability in identifying the subset of optimal vaccination strate-
gies. Pareto Thompson Sampling and TTPFTS also performed excellently, even though they
exhibited slight variability in distinguishing closely situated optimal solutions. This highlighted
the necessity of utilizing multiple metrics for a comprehensive evaluation of algorithm perfor-
mance. We argue that this issue is not as significant, as the trade-offs between closely situated
optimal solutions are minimal, and their differences in effects are also very small. However, it is
still preferable for the algorithms to identify these closely related optimal solutions, as one may
be preferred by public health officials and decision-makers. Most importantly, the results also
showed that Pareto UCB1, Pareto Thompson Sampling, and TTPFTS outperformed Uniform
Sampling by a large margin with respect to all three considered performance metrics. This in-
dicates the ability of MOMAB algorithms for the PFI setting to identify the subset of optimal
vaccination strategies for the mitigation of dengue epidemics in a more sample-efficient manner
than is currently used in most studies. As minimizing the number of required model evaluations
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significantly reduces the total time needed to assess a set of preventive strategies, we argue that
the use of PFI MOMAB algorithms can accelerate the decision making process of selecting opti-
mal vaccination strategies for the mitigation of dengue epidemics. Given their efficient use of the
evaluation budget, PFI MOMAB algorithms can also make the use of individual-based models
feasible in studies where it might otherwise be computationally impractical, and free up compu-
tational resources in studies that already utilize individual-based models, allowing researchers to
explore a broader set of model scenarios.

In previous studies [112, 111, 110], single-objective multi-armed bandits have already been used
to efficiently identify optimal preventive strategies for the mitigation of influenza epidemics. Both
the extension to multi-objective setting and the new application to dengue epidemics presented in
this dissertation open intriguing avenues for new insights. Firstly, in real-life scenarios, decision-
makers typically need to consider several potentially conflicting objectives. Therefore, it is a
very encouraging result that in this dissertation, we were able to apply the multi-armed bandit
framework in a multi-objective epidemiological setting. Although this dissertation focuses on two
objectives, the proposed framework operates independently of the number of objectives, allowing
for evaluation with respect to additional objectives as necessary. This could be a promising
avenue for future work, as the scalability of this technique to more than two objectives has not
yet been investigated. Furthermore, the fact that we were able to directly apply the (multi-
objective) multi-armed bandit framework to the unexplored epidemiological setting of dengue
epidemics highlights one of its key strengths: general applicability. When modeling infectious
diseases like dengue, and when creating models in general, many setting-specific assumptions
about the underlying real-world processes are made. While these assumptions are necessary, as
models cannot be developed without them, they also serve the important function of making our
assumptions explicit, thereby encouraging rigorous reasoning. However, the bandit framework
works independently of the assumptions underlying the models, relying solely on the stochastic
outputs to learn the optimal strategies. this dissertation underlines this characteristic of the
(MO)MAB framework, further indicating its potential to identify optimal policies across a wide
range of models and settings.

Due to the inherent general applicability of the (MO)MAB framework, a secondary objective of
this dissertation was to gain new insights into this framework and contribute to its development.
This objective was achieved after an observation was made from carefully examining the existing
literature on PFI MOMAB algorithms. From this literature review, we identified that there
exist very little pure PFI MOMAB algorithms where the preference of the user is not taken into
account. This observation was also confirmed by Reymond in [140]. It is, however, important
to note that within the space of multi-objective optimization problems, Bayesian Optimization
algorithms exist that incorporate MABs for their acquisition function [140]. These Bayesian
Optimization algorithms can be used to solve MOMAB settings like the one we propose but
are beyond the scope of this dissertation. However, this setting is of particular interest since it
corresponds exactly to the objective of this dissertation: to provide the decision maker with the
complete set of possible trade-offs between different optimal vaccination strategies, without mak-
ing any assumptions about their preferences. This prompted us to study the relations between
MAB algorithms for the single-objective setting and the multi-objective setting, and the rela-
tions between the regret minimization setting and the best-arm identification setting, for which
the PFI setting is the multi-objective extension. After meticulously examining the relations
between these settings, we identified the possibility of extending existing best-arm identifica-
tion algorithms to the PFI setting. To further prove this concept, we introduced a completely
novel preference-unaware PFI MOMAB algorithm inspired by Top-two Thompson Sampling:
Top-two Pareto Fronts Thompson Sampling (TTPFTS). The performance of TTPFTS was eval-
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uated through two separate experiments, both demonstrating its ability to efficiently identify
the complete subset of optimal arms. However, to make more robust claims about the TTPFTS
algorithm’s performance, additional experiments should be conducted with varying numbers of
arms, objectives, relative distances between arms, and different reward distributions and vari-
abilities for the arms. Nonetheless, the observed results are highly encouraging for the potential
performance of the novel TTPFTS algorithm proposed in this dissertation and we argue that
this algorithm is a very valuable contribution to the field.

In summary, this dissertation succeeded in both its primary objectives. We demonstrated that
MOMAB algorithms adapted to the PFI setting, are effective in identifying optimal vaccination
strategies for dengue epidemic mitigation, while also introducing and evaluating a completely
novel PFI MOMAB algorithm. The insights gained from this research contribute to optimizing
vaccination strategies, offering a robust approach to decision-making in the face of computation-
ally expensive simulations and several conflicting objectives. By efficiently using the evaluation
budget and accurately identifying the true set of optimal strategies, this study provides a valu-
able framework for addressing complex public health challenges. The findings underscore the
potential of MOMAB algorithms to enhance the strategic deployment of vaccination programs,
ultimately contributing to better management and control of dengue epidemics.
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[7] Máıra Aguiar, Sebastien Ballesteros, Bob W. Kooi, and Nico Stollenwerk. The role of
seasonality and import in a minimalistic multi-strain dengue model capturing differences
between primary and secondary infections: Complex dynamics and its implications for
data analysis. Journal of Theoretical Biology, 289:181–196, 2011.
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