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Abstract

This master’s thesis presents the development and validation of a Computational Fluid
Dynamics model for adiabatic two-phase flow and boiling heat transfer in a single mi-
crochannel, with a focus on applications for Microchannel Heat Exchangers in Small
Modular Reactors. The Eulerian-Eulerian multiphase approach was adopted and sev-
eral interfacial forces and heat transfer mechanisms were tested for maximum applica-
bility to match the experimental setups. A modular modeling strategy was employed,
progressing from an adiabatic baseline adiabatic model (vertical small channel) to a re-
fined adiabatic model (horizontal microchannel) to a complete boiling model (vertical
microchannel). The baseline and refined models showed strong agreement with ex-
perimental data for void fraction, velocity profiles, specific flow regimes and pressure
drops. However, the critical lack of high-resolution data and sub-models for horizon-
tal microchannel flows limited development and quantitative validation for the refined
model. Boiling simulations predicted pressure drops and wall superheat trends con-
sistent with literature but revealed sensitivity mainly due to liquid film stability. Over-
all, the models proved a good foundation for key thermo-hydraulic behavior, specifi-
cally in annular flow regimes, but showed limitations in more extreme conditions and
regimes. Future work to progress to a full scale Microchannel Heat Exchanger model
should prioritize horizontal flow datasets and robust interfacial force models suitable
for broader flow regimes.

Keywords: Computational Fluid Dynamics, Two-Phase Flow, Microchannel Heat Ex-
changers, Eulerian—Eulerian Model, Wall Boiling, Small Modular Reactors
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Abstract

Deze masterscriptie beschrijft de ontwikkeling en validatie van een Computational
Fluid Dynamics-model voor adiabatische en diabatisch twee-fasenstroming in een mi-
crokanaal, met focus op toepassingen in Microkanaal-Warmtewisselaars voor Small
Modular Reactors. De Euleriaans—Euleriaanse methode werd toegepast en meerdere
interfaciale krachten en warmteoverdrachtsmodellen werden getest op toepasbaarheid
binnen experimentele configuraties. Een modulaire strategie werd gevolgd, van een
adiabatisch basismodel (verticale kleine kanaal), tot een verfijnd adiabatisch model
(horizontaal microkanaal), naar een volledig kookmodel (verticaal microkanaal). De
eerste twee modellen toonden sterke overeenkomst met experimentele data voor vol-
umefracties, snelheidsprofielen, stromingsregimes en drukverliezen. Voor horizontale
stroming vormde het gebrek aan gedetailleerde data en geschikte submodellen echter
een beperking. De kooksimulaties voorspelden drukverliezen en wandoververhitting
correct, maar toonden gevoeligheid voor de stabiliteit van de vloeistoffilm aan de wand.
De modellen vormen een degelijke basis voor thermo-hydraulisch gedrag in annulair
regime, maar zijn beperkt bij extremere condities. Toekomstig werk moet zich richten
op horizontale data en robuustere krachtmodellen voor bredere stromingsregimes.

Keywords: Computational Fluid Dynamics, Twee-fasenstroming, Microkanaal warmte-
wisselaars, Euleriaans—Euleriaanse methode, Kleine Modulaire Reactor
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Introduction to Small Heat
Exchangers and Multiphase CFD

1.1 Introduction to the Topic

The global demand for energy continues to rise sharply, driven by rapid urbanization,
industrial growth, and the electrification of mobility and manufacturing sectors. In
parallel, concerns over climate change and energy security are accelerating the devel-
opment of next-generation, low-carbon energy systems. Among these, Small Module
Reactors (SMR)s have emerged as a promising solution due to their enhanced safety,
scalability, and suitability for deployment in remote power grids. These characteris-
tics make SMRs especially attractive for developing countries and for companies with
high thermal and electrical energy demands, such as Al-focused firms and data center
operators [[I,2].

In power plants, heat exchangers play a vital role in thermo-hydraulic efficiency, safety,
and performance of the reactor system. Heat exchangers are essential across a wide
spectrum of applications, from large-scale power plants to compact thermal manage-
ment systems in electronics, aerospace, and medical devices. The performance of a
heat exchanger is increasingly critical in today’s world given the constraints on fossil
resources and the need for energy-efficient technologies across industrial sectors.

In recent years, Compact Heat Exchangers (CHE)s (such as plate-fin, plate-and-frame,
printed-circuit, microchannel, ...) have attracted significant interest as engineering sys-
tems move toward smaller, more efficient designs. Microchannel Heat Exchangers
(MCHE)s are a specific type of CHE characterized by very small hydraulic diameters
and densely packed channels. Compared to other CHE designs, Microchannel Heat
Exchangers (MCHE)s offer higher surface-area-to-volume ratios, which yield superior
heat and mass transfer performance. However, their extremely small hydraulic di-
ameters introduce deviated fluid dynamic behavior compared to conventional or even
small-channel devices which affects flow regimes, enhances surface tension effects and
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leads to higher pressure drops.

Due to the increasing interest in MCHEs, (boiling) two-phase flows in microscale ge-
ometries have become a major focus of research. This interest spans across experimen-
tal [3-9], analytical [I0-I4], and numerical studies [[5-19], to only cite a few of many.
However, modeling two-phase flow in MCHEs remains a challenge due to complex
interfacial dynamics, diverse flow regimes, phase changes, and dominant surface ten-
sion effects. As said in the previous paragraph, these phenomena often deviate from
the behaviors predicted by conventional macro-scale correlations, because of this new
physical models are needed which further increases the difficulty of accurately mod-
eling two-phase flow in MCHEs [20].

To address these challenges, Computational Fluid Dynamics (CFD) has become an in-
dispensable tool for developing numerical models of two-phase flow in microchannels,
the central focus of this thesis. CFD enables detailed analysis of key hydrodynamic
phenomena such as flow behavior and pressure drops, as well as thermodynamic as-
pects like heat transfer, all under varying geometric and operating conditions. Ulti-
mately, such models can support both the design and optimization of MCHE systems
for various applications: from SMRs to air-conditioning and refrigeration systems [21].

1.2 Microchannel Heat Exchangers

The concept of the microchannel heat exchanger was first introduced and demonstrated
by Tuckerman and Pease in 1981 [22]. Since then, defining what qualifies as a MCHE
has been an important but somewhat ambiguous task. Although the term may appear
self-explanatory, there is no universally accepted definition or threshold. Mehendale
etal. [23] proposed that any pipe with a hydraulic diameter between 1 pm and 100 pm
should be considered a microchannel. Kandlikar and Grande [24] later raised the up-
per limit to 200 pm, since fabricating channels below 200 pm proved very challenging
in practice.

Kew and Cornwell [25] introduced a physical criterion called the Confinement Number
(Co), defined as:

o/ 18- po)]
Co = i (1.1)

where ¢ is the surface tension, p;, and p¢ are the liquid and gas densities, g is the

gravitational acceleration, and d; is the channel’s inner diameter. The numerator in
is known as the Laplace diameter (or capillary length), which represents
the scale at which surface tension and gravitational forces are balanced.

When the channel diameter becomes comparable to or smaller than dLaplace, buoyancy-
driven motion is suppressed, and surface tension effects dominate characteristic of
microscale two-phase flows. For Co > 0.5, heat transfer coefficients begin to devi-
ate significantly from correlations developed for conventional (macro-scale) channels,
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signaling the onset of confinement effects such as bubble elongation, film thinning, and
enhanced wall interaction, typical of MCHE behavior.

Although the Confinement Number represents a major step forward, it does not ac-
count for factors such as surface roughness, surface treatments or coatings, wettability,
operating pressure, and local heating conditions. To fully describe an MCHE, these
parameters must also be considered when defining and analyzing two-phase flows at
the microscale.

MCHE:s are becoming increasingly important in both conventional and advanced ther-
mal management systems. As said before, their most significant advantage lies in
their exceptionally high surface-area-to-volume ratio, which enables highly efficient
heat transfer, particularly in applications involving phase change phenomena such as
boiling and condensation. The exploitation of latent heat during these processes allows
for thermal performance far beyond that of single-phase systems. Combined with their
compact size and ability to handle high heat fluxes, MCHEs are especially well-suited
for environments with strict space, weight, and efficiency constraints, such as in SMRs.
These benefits can also lead to reductions in overall equipment weight, footprint, and
potentially even manufacturing costs. However, the inclusion of phase change pro-
cesses together with strong surface effects introduces added complexity in both design

and numerical modeling.

One of key challenges caused by the complexity is trying to model the internal flow
regimes (see Bection 1.6) since they are highly sensitive to channel geometry, surface
characteristics, and fluid properties. Unlike in conventional or even small-diameter
channels, flow regimes in microchannels often deviate significantly due to dominant
surface tension forces, enhanced wall effects, and altered interfacial dynamics [26]. A
well-known example is the persistence and geometrical configuration of Taylor (slug)
flow across a broad range of flow conditions in microchannels, even where annular or
churn flow would dominate in larger pipes [27]. These differences complicate regime
mapping and require modified criteria compared to classical macroscale flow regime
maps. Therefore, modeling these regimes requires a sophisticated understanding of
multi-physics interactions at the microscale, which is where advanced CFD tools be-
come critical.

The relevance of MCHEs extends well beyond nuclear applications. In high-performance
computing data centers, MCHEs have become integral to sustainable infrastructure, en-
abling the efficient removal of large thermal loads from densely packed electronic com-
ponents. In the aerospace industry, reliable thermal management during supersonic
flight and satellite operations critically depends on the use of lightweight, compact heat
exchangers. Similarly, in chemical microreactors, precise thermal control enabled by
MCHEs is vital for achieving optimal reaction rates, selectivity, and energy efficiency.
These examples highlight the versatility of MCHEs across sectors where space, effi-

ciency, and control are paramount.
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1.3 Multi-phase Computational Fluid Dynamics

Multi-phase CFD is an advanced simulation technique used to analyze the behavior
and interaction of multiple fluid phases (typically gas-liquid or two immiscible lig-
uids) within confined geometries. It is based on solving the Navier-Stokes equations
together with the continuity and energy equations, extended to account for interfacial
dynamics and phase interactions. Depending on the modeling framework, these inter-
actions may be represented using volume-averaged fields for each phase or by explic-
itly resolving the interface through interface-capturing or interface-tracking methods.
Achieving reliable results requires accurate mesh resolution, robust boundary condi-
tion implementation, and careful numerical stability control, where surface tension and

capillary effects often dominate over inertial forces.

1.3.1 Current State of the Art

State-of-the-art multiphase CFD modeling employs a range of techniques adapted for
microchannel contexts but can be categorized into two main classes: averaging methods
and interface-resolving methods.

1.3.1.1 Averaging Methods

Averaging methods are particularly suitable for systems with many dispersed bubbles
or droplets where resolving each interface is computationally expensive. They rely on
volume-averaged governing equations and are widely used in large-scale industrial
simulations.

In the Eulerian—Eulerian approach, which is the model used in this thesis, both phases
are treated as interpenetrating continua. Separate sets of volume-averaged mass and
momentum conservation equations are solved for each phase. Interfacial forces (such
as drag, lift, turbulent dispersion, and wall lubrication) are incorporated through clo-
sure relations, making the model’s accuracy highly dependent on the quality of these
models. This method is particularly advantageous when phase interfaces are not clearly
defined in space, as in bubbly or churn flow regimes. In the context of MCHEs, es-
pecially for nuclear applications, the Eulerian—Eulerian method has seen increasing
adoption due to its scalability and ability to handle complex, multi-channel configura-
tions. A more detailed discussion of the Eulerian-Eulerian model and the treatment of

interfacial forces is provided in Fection T.5.

1.3.1.2 Interface-Resolving Methods

Although this thesis focuses on the Euler-Euler approach, it is important to acknowl-
edge the class of interface-resolving methods, which are commonly used in microchannel
flow regimes such as slug and annular flows, where the interface is of the same scale
as the geometry.
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These methods aim to directly resolve the interface between two phases and fall into

two main categories:

e Interface Capturing Methods: These include the Volume of Fluid (VOF) method,
Level-Set method, and Phase-Field method. They solve a single set of governing
equations and use a scalar field (such as volume fraction or signed distance func-
tion) to capture the interface on a fixed grid.

o Interface Tracking Methods: These rely on a boundary-fitted mesh that moves
with the interface, enabling sharp interface resolution but complicating topolog-
ical changes like coalescence or breakup.

Despite these approaches can offer high resolution of interfacial dynamics, they are not
used in this work because of their substantial computational costs and are often lim-
ited to small domains and simplified geometries. In contrast, the Euler-Euler frame-
work provides a more computationally efficient approach for simulating large-scale
or system-level microchannel flows. Given the scope of this thesis, focused on para-
metric and model analysis for engineering-scale microchannels to understand thermo-
hydraulic behavior, the Eulerian-Eulerian approach offers the best balance between
physical accuracy and computational feasibility. A detailed discussion on the imple-
mentation of interface-resolving methods, their challenges, and typical applications is
available in the work by Gupta and Deshpande [28§].

1.3.2 Challenges with Two-Phase Flow CFD

While CFD provides a powerful tool to explore multi-phase interactions in microscale
heat exchangers, it also presents several challenges:

e Surface-to-Volume ratio: Microchannels exhibit a high surface-to-volume ratio,
making surface effects and surface forces significantly more influential than in
conventional channels. As a result surface force models must be carefully imple-
mented in the governing equations to accurately capture phenomena such as film
formation and bubble breakup.

e Mesh Sensitivity: The resolution of interfacial regions, such as the thin liquid
film formed during boiling, require fine cells. Studies have shown that the choice
of meshing strategy can significantly affect solution accuracy [29]. In two-phase
flow there is a trade-off to be made regarding mesh sensitivity. Two incorporate
all the surface effects and interfacial forces correctly a fine mesh (especially at
the edges) is needed. The trade-off is that a to fine mesh results in unrealistic
two-phase flow behavior and/or numerical instability.

e Numerical stability: Numerical instability remains one of the most critical chal-
lenges in CFD simulations of two-phase flow. Common issues arise from sharp
interface dynamics, “extreme” boundary or initial conditions, abrupt flow regime

transitions, and singularities (particularly at gas-liquid—solid contactlines). Some
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of many other difficulties include ensuring mass and energy conservation, sup-
pressing non-physical oscillations and handling steep, simulation-induced gra-
dients. These challenges often lead to divergence or unphysical results, necessi-
tating careful mesh refinement, time-step control, and tuning of solver relaxation
parameters.

e Model selection challenge: With a wide range of models available for interfacial
forces, heat transfer mechanisms, and turbulence closure, selecting the most ap-
propriate combination (and corresponding coefficients) for a given application
is a significant challenge. The accuracy and applicability of each model depends
heavily on parameters such as flow orientation (horizontal vs. vertical), hydraulic
diameter, flow regime, and operating pressure. As no single model currently
captures all relevant phenomena across this broad parameter space, careful con-
solidation of assumptions is required prior to model selection. Consequently,
case-specific judgment, calibration, and validation are essential to ensure reliable
predictions.

e Heat and Mass Transfer: Modeling heat and mass transfer in two-phase flows is
inherently complex due to the coupling between fluid dynamics, phase change,
and interfacial phenomena. This leads to deviations from the saturation temper-
ature, steep gradients and localized phase-change source terms which can intro-
duce significant modeling and numerical challenges [BU].

1.4 Scope and Objectives of this Thesis

This thesis aims to develop and validate a robust CFD model capable of accurately
simulating two-phase flow and heat transfer in microchannels to identify key thermo-
hydraulic parameters. As said before, modeling two-phase behavior at the microscale
introduces significant challenges because of a number of reasons. To tackle these chal-
lenges, the thesis adopts a modular, step-by-step modeling strategy. The first objective
was developing an adiabatic model to get confident with modeling the interfacial forces
of two-phase flow. The aim of this extended model was to be able to produce key fluid-
dynamic parameters like void fraction profiles, pressure drops (and an attempt to flow
regimes). Thereafter the model was extended to a diabatic model by incorporating
boiling and thermal transport. The main objectives of this model was to be able to re-
produce key thermo-hydraulic characteristics such as pressure drops, liquid films, ...
in microchannels.

Summarized, the global objective is to develop a CFD-based boiling model for single
microchannels, which can later be adapted or extended to full MCHE systems for nu-
clear applications. The primary focus is on accurately understanding and predicting
pressure drops, while also capturing other essential thermo-hydraulic parameters such

as void fraction and heat transfer rates within individual microchannels.
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1.4.1 Research Questions

This thesis is guided by the overarching question: How can a CFD model be developed
and validated to accurately simulate two-phase flow and heat transfer behavior to predict key
thermo-hydraulic parameters in a single microchannel? Addressing this requires an under-
standing of the dominant physical mechanisms at play and the ability to reproduce key
performance metrics such as pressure drop, void fraction, and heat transfer rate.

One of the first challenges is identifying and accurately modeling the dominant mechanisms
that govern two-phase microchannel flow. The most dominant mechanisms include: in-
terfacial forces, turbulence and heat transfer but also their underlying parameters and
coefficients. Furthermore, an important question is whether existing models can accurately
capture these mechanisms within the spatial constraints typical of microchannel applications,
such as confined geometries and specific orientations. Many of these submodels were
originally developed based on earlier experimental data and theoretical frameworks.
Consequently, refinement or recalibration of these models is often required to improve
their applicability and accuracy in microchannel flow simulations. Validation against
experimental data presents another layer of complexity. While several benchmark datasets
exist in the literature, they vary significantly in terms of geometry, working fluids, and
operating conditions. Notably, most available experimental data (and consequently,
many submodels) are based on vertically oriented microchannels. This creates a gap
in both experimental benchmarks and validated submodels for horizontal configura-
tions.

Given these challenges, this thesis focuses specifically on developing and validating a
diabatic two-phase flow model in single microchannels, with particular emphasis on
reproducing and understanding pressure drop behavior. The intent is to establish a
reliable modeling framework that can later be extended to full MCHE configurations.
To further close the bridge to developing a model for MCHEs improvement should
be made in boiling submodels, horizontal interfacial submodels, detailed flow regime
prediction and full 3D MCHE geometry implementation.

1.4.2 Modeling Roadmap

The modeling strategy unfolds through a series of progressive phases. First, a thorough

literature review (summarized in Section I.5-5ection 1.10) identifies the key two-phase

flow phenomena, existing modeling approaches, and available experimental datasets.
Building on these insights, specific physical models were selected for testing.
describes the methodology used to test them. In parallel with the literature study, basic
CFD skills were developed in STAR-CCM+.

Next, three increasingly sophisticated models (baseline, refined, and boiling) are con-
structed and validated against experimental data in a graduated manner (Chapter 3).
The baseline model implements an Eulerian—-Eulerian multiphase formulation to try
replicate velocity and void fraction profiles in small channels. The refined model ex-
tends this model to microchannel geometries with the main focus on pressure drops
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and flow regimes. Lastly, by adding bubble dynamics and vapor generation to cap-
ture phase change, the boiling model was developed to evaluate key thermo-hydraulic

parameters.

1.5 Theoretical Foundation

To understand the complex behavior of two-phase flow in microchannels, it is essential
to first establish a solid theoretical foundation. This section outlines the fundamental
modeling framework, including the Eulerian-Eulerian approach, interfacial forces, heat
transfer mechanisms, turbulence descriptions and key assumptions used in this work.

Important Dimensionless Numbers and Basic Terms

In order to formulate and compare the various interfacial-force, boiling and turbulence
closures presented in this work, it is essential to introduce a consistent set of dimen-
sionless numbers and important terms. They will recur throughout the lift, drag, dis-
persion and lubrication models. Throughout this thesis, subscripts c and d denote the
continuous (liquid) and dispersed (bubble) phases, respectively, and universally used
symbols (a, p, u, Dy) will not be redefined after this section.

Bubble Reynolds number (Rep): Characterizes the ratio of inertial to viscous forces
around a single bubble (comparable to the “standard” Reynolds number but for a spe-
cific bubble instead of bulk flow):

D
Rep = pefur| Dy (1.2)

Ue

[pc : density, Dy : bubble diameter, . : dynamic Viscosity]

E6tvos number (Eo): Measures the ratio of buoyancy to surface-tension forces for a
bubble of diameter, used to describe deformation and shape of bubbles:

_ g(pc —Pd)Dg

o

Eo (1.3)
[ g : gravity, o : surface tension]

Wobble number (Wo): A turbulence-deformation grouping combining bubble de-
formability and local unsteadiness:

Wo = Eo - — (1.4)

[k : turbulent kinetic energy]

Morton number (Mo): Represents the viscous versus surface tension forces for a sin-
gle bubble, and is used to select appropriate drag and shape correlations:
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_ 84 (pe = pa)

Mo
pZ o’

(1.5)

Weber Number (We): the ratio of inertial to surface tension forces, indicating a fluid’s
ability to deform an interface. It is defined as:

2y
We = pu

= (1.6)

[€ : characteristic length]

Froude Number (Fr): the ratio of inertial to external force fields (most often gravity),
often used to characterize stratification and phase separation in vertical or inclined
flows:

Fr=—<— (1.7)

NG

|j : superficial velocity, ¢ : characteristic length]|

Nusselt Number (Nu): the ratio of convective to conductive heat transfer at a bound-
ary. It reflects the effectiveness of convective heat transport:

_ D
A

[h : heat transfer coefficient, A : thermal conductivity]

Nu (1.8)

Pressure drop (AP): the loss in energy due to friction and interfacial interactions along
the flow direction.

AP o f(a,je, ja) (1.9)

Split velocity (u,): The relative velocity difference between the continuous phase and
dispersed phase:

u = uy — u (1.10)

Void fraction (a): The local volume fraction of the dispersed (gas) phase within a
control volume. It ranges from 0 (no bubbles) to 1 (pure gas):

_ Vgas
Vtotal

Vapor Quality (x): the mass fraction of vapor in a two-phase mixture, used to describe

a (1.11)

thermodynamic state in boiling or condensation:

My
= 1.12
X my + me ( )

Bubble diameter (D ): The bubble diameter is the average diameter of a vapor bubble
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calculated using the Sauter Mean Diameter (SMD) method:

()"
=1, (1.13)

i=1 i
|f : fraction of bubble group, M : bubble class|
Superficial Velocities (j, j.): the hypothetical velocity that a single phase would have

if it alone occupied the entire cross-sectional area. It is computed by dividing that
phase’s volumetric flow rate by the total area, implicitly ignoring the presence of any

other phase.
Q4 )
Ug = O(_A = 7 (114:)
pe Qo _ 4 L15)

C(1l-a)A (1-a)

[Qc : volumetric flow, A : cross section area]

1.5.1 Eulerian-Eulerian Framework: Adiabatic

In the Eulerian-Eulerian (two-fluid, single flow) framework, both the continuous (lig-
uid) and dispersed (gas) phases are treated as interpenetrating continua. Each phase k
is described by its local volume fraction ay (with a, + a4 = 1), density p, and velocity
field ug. Phase interactions appear as source terms in the ensemble-averaged conser-
vation equations [B1]. In the case of a dispersed phase, a poly-dispersed flow can be
assumed, where multiple bubble size groups (M) are tracked independently.

In this thesis, a single flow regime model is developed, based on the assumption that
the flow remains within the annular regime, which is consistent with the experimental
observations used for validation [F]. While this limits the model’s applicability across
different flow regimes, it allows for targeted calibration and validation within a specific
operating range. Future work should extend this framework to include multiple flow
regime capabilities, enabling dynamic regime transitions and improved generalization
across broader operating conditions.

1.5.1.1 Continuity Equations

The ensemble-averaged mass conservation for the respectively continuous and poly-
dispersed flows (assuming adiabatic and incompressible condition) reads:

d
E(pcac) +V-(pcacuc) =0, (1.16)
%(Pdai) +V-(paaiug) = 517 + 5P, (1.17)

where:
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e «a; denotes the volume fraction of each bubble size group (Z?ﬁo ai=ag),

) S:Op ? is the source term of each bubble size group that accounts for the birth and
death of the bubbles caused by break-up coalescence (topological),

° thase accounts for phase change of each bubble size group due to evaporation

and condensation.

To track all of the M numbers of bubble size groups, different methods can be used,
which will be described in detail in fection T.9. In this formulation, the continuous and
poly-dispersed phases are described separately, but the equations can also be written
in a unified form by introducing a generic phase index k, where k = (c,i) denotes
the continuous and poly-dispersed phases, which will be done in the momentum and

energy conservation equations.

1.5.1.2 Momentum Conservation

The volume-averaged momentum balance for phase k (k = c, i) is written as:

0
3 (P ak ug) +Ve(pi ak ug ug) = — ax Vp+ V(g yiﬁ(VukHVuk)T)) +ag prg+Mg, (1.18)

In this equation, py and aj denote the density and volume fraction of phase k, respec-
tively; p is the common pressure and g the gravity vector. The term

V- (o 1S (Vg + (Vag)"))

represents viscous and (for the liquid) turbulent stresses, with y‘f = ug4 (turbulence
in the vapor is neglected) and yiﬁ = ur + ‘u{. Finally, My accounts for interphase

momentum exchange arising interface forces:

My = Fp + Fr + Fym + Fwr, + Fp, (1.19)

where:

e Fp is the drag force acting on the dispersed phase,

F; is the lift force due to shear in the continuous phase,

Fy is the virtual-mass force accounting for added-mass effects,

Fy, is the wall-lubrication force correcting near-wall migration,

Frp is the turbulent-dispersion force due to fluctuations.

These interfacial forces originate from detailed single-bubble studies, but in dense bub-
bly flows their exact forms and magnitudes are typically chosen empirically and then
checked against experiments. It remains difficult to model them mathematically when
we must rely on limited bulk data (e.g. pressure drop, average phase fraction) to cap-
ture multiple interacting effects. A detailed description of the forces is given in

tion 1.7.
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1.5.2 Eulerian-Eulerian Framework: Extension to Diabatic

When extending the adiabatic Eulerian—-Eulerian two-phase framework to incorporate
boiling, several additional effects must be introduced and the governing balance equa-
tions augmented accordingly.

Interphase Mass Transfer: Liquid evaporates at heated boundaries or within the
bulk, creating a vapor source in the gas continuity equation and a corresponding sink
in the liquid continuity equation. To mathematically implement this, we introduce
the mass transfer rate term (I';, I'; or unified I'y) to the right hand site of respectively

the continuous and dispersed mass conservation equations (Equation 1.1§ & Equaij

ion 1.17), with:

T.= —Zri (1.20)
i=0

rk — Qch+ Qd (121)
fs

Where I, is the latent heat of vaporization (or condensation depending on direction)
and Q., Qg the heat transfers of respectively the continuous and dispersed side. They
can be easily modeled using a general approach through classic heat transfer:

Qk = hiai(Tsar — Te) (1.22)
y = Ntk K (1.23)
d

where /i is the overall heat transfer coefficient and described via appropriate Nusselt

number correlation. 4; is the interfacial area density, which can be calculated via void
6a(l-a)
d

fraction correlations (symmetric: , linear: 67“ or other).

Additionally, the mass transfer rate should also be included in the interphase momen-

tum exchange term (I'x Uy) in Equation T.T8.

Conservation of Energy: The energy conservation equation is essential in simula-
tions involving boiling, as it accounts for thermal transport and phase change effects.
The source term (Q;) typically includes interfacial heat transfer, which drives vapor
generation in boiling flows and accounts for latent-heat consumption/production:

0
E(akpkhk) +V- (ackpkukhk) -V (ozk (AkVTk + He th)) = Qk (1.24)

Op
where:

e 1 is the specific enthalpy,
e A is the thermal conductivity,
e T is the temperature,



1.6. Flow Regimes in microchannels 13

e 11 is the turbulent viscosity,
e 0y, is the turbulent Prandtl number for enthalpy,

e Q) is the source term accounting for interfacial heat transfer.

Wall Boiling: In microchannel boiling, the heat transferred from the wall to the fluid
occurs through three mechanisms, proposed by Kurul and Podowski [32]. Firstly,
where no bubbles are present, heat is conducted directly into the subcooled liquid (g7).
Secondly, at nucleation sites, part of the heat is consumed by vapor generation as bub-
bles grow (gq.). Lastly, departing bubbles induce local mixing that brings cooler liquid
from the bulk into contact with the hot wall, a transient mechanism known as quench-

ing (q;):

ot = ¢ +490 +4q5 (1.25)

In some more recent formulations, a five-term wall boiling model is adopted in place
of the traditional three-term approach. In this extended model, the convective heat
transfer term (g, ) is split into two components (4c,; c,») and weighted by a function
of the local void fraction. Additionally, a new contribution is introduced to account
for thin-film boiling (ghinfilm) Which becomes significant for high void fraction appli-
cations [[1§].

Despite these advances, the present work adopts the classical three-term model, due to
its widespread use and the extensive research supporting its constituent mechanisms.
Nevertheless, newer sub-models can incorporate effects such as thin-film boiling im-
plicitly or explicitly through empirical adjustments or wall-function extensions.

Further details on each mechanism and its corresponding model coefficients can be

found in Bection T.10.

1.6 Flow Regimes in microchannels

1.6.1 Different flow regimes

In two-phase microchannel flows, distinct spatial configurations of the gas and liquid
phases emerge, known as flow regimes. These regimes differ substantially from those
observed in conventional channels due to the small hydraulic diameter and dominant
surface tension effects (because of the high surface to volume ratio) [3]. Additionally,
flow regime behavior in microchannel can vary depending on the The flow regimes are
primarily determined by superficial velocities, fluid properties, microchannel geome-
try but also channel orientation, with horizontal and vertical microchannels exhibiting
different regime transitions and stability characteristics.

e Bubbly flow: Characterized by small, dispersed bubbles typically at low gas flow
rates.
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e Slug (Taylor) flow: Larger gas bubbles extend across the almost the entire chan-
nel cross-section, separated by a liquid film from the channel edge.

e Churn flow: Formed as Taylor bubbles become unstable, with chaotic breakup
and recirculation.

e Annular flow: Different bubbles coalesce to form a continuous gas core along the
center of the tube, while the liquid phase flows as a film along the walls [33].

e Stratified flow: Liquid and gas separate into distinct layers, with liquid flowing
along the bottom of the channel and gas moving above.

(¢) Churn flow (d) Annular flow

(e) Stratified flow

Figure 1.1: Different microchannel two-phase flow regimes

1.6.2 Classification of flow regimes

To classify these regimes, maps using gas and liquid superficial velocities are com-
monly used. While intuitive, some maps often neglect critical microscale effects like
surface tension [34]. A more generalized framework relies on non-dimensional pa-
rameters (We., Weg, Rey, Eo) that better reflect the balance between inertia, viscosity,
surface tension, and buoyancy [28]:

A widely cited map by Akbar et al. employs the continuous and dispersed Weber
numbers to delineate regime boundaries [B5]. They define transition criteria as:

Wey < 0.11 W31 (Surface tension dominated)
Wey > 11 Wel-14 (Annular flow region)
Wey > 1, We. > 3 (Dispersed flow)

The corresponding regime classification and transition boundaries proposed by [35]
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are visually illustrated in [Figure 1.2, providing a clear overview of the flow behavior

across varying inertial and surface tension conditions.
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Figure 1.2: Flow regime map in Wers—Wegs space with experimental data and regime boundaries

1.6.3 Boiling flow regimes

When boiling occurs, the development of vapor bubbles adds another layer of com-
plexity to flow regime evolution. Initially, nucleate boiling produces isolated bubbles,
which coalesce into confined slug or bubbly flows. As heat flux increases, the flow
may transition into churn or annular regimes due to vapor expansion and liquid film
thinning.

To capture these transitions, Harirchian and Garimella proposed a boiling flow map
using compound dimensionless groups that combine thermal and hydrodynamic ef-
fects [B4].

1.6.4 Challenges in modeling flow regimes

Despite progress in computational methods, accurately modeling flow regimes in mi-
crochannels remains a significant challenge in CFD. One of the primary difficulties lies
in the inherently dynamic nature of two-phase flows, where multiple regimes can occur
and transition within short spatial and temporal scales. Most numerical models are cal-
ibrated for a specific flow regime and struggle to capture regime transitions due to limi-
tations in interface capturing methods, closure laws, and mesh resolution. Surface ten-
sion, wall adhesion, and microscale interfacial forces play the dominant role in regime
formation but are challenging to represent consistently across different regimes. This
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makes it difficult to develop a single CFD framework that remains robust and predic-
tive under varying flow conditions. Additionally, experimental data used to validate
such models are not always reliable, as visualization techniques provide only a visual
representation of the flow. Direct measurements are rarely possible because inserting
sensors into microchannels would obstruct the flow and disturb the flow regimes being
observed. Even non-intrusive methods are prone to optical distortions, light refraction,
and wall effects, all of which introduce uncertainty in identifying and classifying flow
regimes.

1.6.5 Analytical and (non-CFD) numerical framework

Beyond experimental observation, flow regimes in microchannels have been investi-
gated through both analytical and numerical modeling. Analytically, simplifications of
the Navier-Stokes equations with slip boundary conditions allow first-order approxi-
mations of velocity and pressure distributions in long microchannels, particularly for
isothermal, incompressible flows at low Reynolds numbers. Numerically, the Lattice
Boltzmann Equation (LBE) method has emerged as a powerful kinetic-based approach
for simulating microchannel flows. Verhaeghe et al. demonstrated that LBE with mul-
tiple relaxation times can accurately resolve pressure-driven slip flows and capture
non-continuum effects without relying on artificial slip terms [[I(]. Their work showed
excellent agreement with direct simulation Monte Carlo results in the slip regime, high-
lighting the LBE’s effectiveness where traditional CFD may struggle. However, LBE
models with bounce-back boundary conditions were shown to introduce non-physical,
viscosity-dependent slip velocities, underlining the need for careful boundary treat-
ment in microscale simulations.

1.7 Two-Phase Flow Interaction Forces

As described in Bection 1.5.1.7, the interfacial momentum exchange term (My) plays
a crucial role in accurately modeling two-phase flow. This term accounts for the var-
ious forces that govern the interaction between the continuous and dispersed phases.
The interfacial forces considered in this work and how they are currently modeled are
briefly introduced in the following subsections.

1.7.1 Lift Force
1.7.1.1 Physical Background

The lateral (transverse) lift force on a dispersed-phase element (e.g. a spherical bubble
or solid particle) in a sheared flow arises from the inertial interaction between the slip
velocity and the local fluid vorticity [B7-39]. Per unit dispersed-phase volume, it can
be written as:

F; = —CLO(pC -urX(VXuc) (1.26)
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where:

o Cp isthelift coefficient, which depends on the size, shape and deformability of the
dispersed element (and, in more advanced models, on local turbulence levels),
e V X u, is the vorticity of the continuous phase.

A positive Cy, (typical for small, nearly spherical bubbles in simple shear) drives mi-
gration toward regions of lower liquid velocity (e.g. walls in upward flows), whereas a
negative Cy, (seen for larger, deformable bubbles) pushes them toward faster-moving
regions (e.g. the channel centerline). Typical suggested values of Cy, lies between -0.25
and 0.25 for two phase flow, but the discussion for a specific value remains open in
literature [AO] [A1].

Ug FL
Fe
uc Ue ¢
ﬁ
tD t1

Figure 1.3: Schematic of lift-induced lateral migration of a spherical bubble in a wall-bounded shear

flow.

In the case of microchannels, the velocity of the continuous phase increases from the
wall towards the center. Figure illustrates how, in the presence of such a ve-
locity gradient, buoyancy and shear combine to establish a slip velocity which results in
anet lateral force on a bubble by the cross—product in [A2]. This lift force
is a key mechanism behind the non-uniform void fraction distributions commonly ob-
served in wall-bounded bubbly flows. Other important contributes are Turbulent Dis-
persion and Wall Lubrication who will be discussed in Fection 1.7.7 and Fection 1.7.3.
Most classical lift-coefficient models assume a rigid, spherical inclusion in steady, lam-

inar shear and thus neglect three key factors that significantly alter lateral migration
in practical two-phase flows: the surface boundary condition (slip vs. no-slip), the
bubble’s deformation state, and the local turbulence level. Solid particles enforce a
no-slip interface, producing strong vorticity and spin effects; spherical bubbles have
a shear-free surface that reverses the pressure imbalance; both moderate deformation
and unsteady oscillations (enhanced by turbulence) reshape the wake and amplify the
lift:

e Solid particle (Cr < 0): Migration toward the high-velocity side (center).
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e Spherical bubble (Cr > 0): Migration toward the low-velocity side (wall).

e Deformed bubble (C; < 0): Migration toward the high-velocity side (center).
Note that for oscillating bubbles the migration is amplified due to unsteady in-
terface dynamics and vortex-shedding—induced pressure fluctuations, which in-
crease the instantaneous lift magnitude.

illustrates how boundary condition, shape, and unsteadiness combine to set
the sign and strength of the lateral lift.

Spherical Deformed Spherical
Gravity (Fg) -
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ﬁ
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Figure 1.4: Schematic comparison of lift-force direction and sign of Cy. for a spherical bubble (+), a
deformed bubble (—) and a solid particle (—).

1.7.1.2 Overview of Modeling Approaches

Although a complete prediction of all effects/forces governing lateral migration re-
mains an open challenge, several broad modeling strategies have been developed to
estimate the lift on (non-spherical) bubbles and describe their transverse motion:

e Analytical approaches derive closed-form expressions under simplifying limits.
Classic examples include the early, low-Reynolds-number solutions of Saffman
or Legendre & Magnaudet and the high-Reynolds, inviscid-flow result of Auton
[E2-44)].

e Numerical approaches solve the full Navier-Stokes equations in spherical coor-
dinates. Notable studies in this category are those by McLaughlin and by Leg-
endre & Magnaudet, which cover wide ranges of Reynolds number & shear rate
and allow for more practical use [A2,25].

e Experimental correlations fit lift-coefficient data from controlled shear-flow mea-
surements. The most widely adopted of these is the Tomiyama et al. correlation,
which captures both shear-induced and wake-induced contributions [20]. Newer
models who also try to include the effect of turbulence but remain open for dis-

cussion [£6].
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1.7.2 Turbulent Dispersion Force

1.7.2.1 Physical Background

Turbulent dispersion arises because fluctuations in the continuous-phase velocity carry
bubbles or particles from regions of high concentration to low concentration, acting as
an effective “diffusive” force on the void (or particle) fraction field (Figure1.5). In fact,
virtually all turbulent-dispersion closures share the same constitutive form:

FTD =—-CVa (127)

analogous to Fick’s law of molecular diffusion or Fourier’s law of heat conduction.
Along with lift, this diffusive-type force plays a key role in the net lateral migration
of the dispersed phase by smoothing concentration peaks and counterbalancing the
shear-induced lateral drift [37].

FTD
+——>
FTD FTD
4+—o—p 4+——>
FTD
+——>

Figure 1.5: Schematic of the turbulent dispersion force acting on neighboring bubbles.

1.7.2.2 Overview of modeling approaches

Several authors have adopted gradient-based forms Frp = —C Va, but differ in how C
is obtained:

e Semi-analytical approaches: Derive C by integrating theoretical expressions for
drag-fluctuation statistics or bubble-turbulence interactions, like the models of
Burns and Lavieville [#7, &8].

e Favre-Averaged Drag (FAD) closures: Apply density- or volume-fraction-weighted
averaging to the instantaneous interphase drag, then close the fluctuation corre-
lations via an eddy-diffusivity hypothesis to recover a Fickian form. Some mod-
els used in literature are: the Imperial College Model, the Chalmers University
Model, Lopez de Bertodano’s Model and Carrica’s Model [#9-52].
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1.7.3 Wall Lubrication Force

1.7.3.1 Physical Background

The wall lubrication force is an additional (artificial) lateral force introduced in bub-
bly-flow simulations to counteract the tendency of bubbles to accumulate near solid
boundaries. Based on early (inaccurate) experiments, it was believed that the force
physically arises because of a liquid film between a rising bubble and a no-slip wall
which causes difference in liquid and bubble flow rate (as seen of [Figure 1.6) [p3,54].
This difference creates a hydrodynamic pressure difference across the bubble, produc-
ing anet "force” that pushes the bubble away from the wall, which results in a low void
fraction near the wall [p5]. Without it, classical lift and turbulent dispersion models of-
ten predict an unrealistically high void fraction in the near-wall region. Recently newer
experiments have shown strong evidence that bubbles can be in contact with the will,
postulating that the liquid film is non-existent or negligible [p6].

U, Wall

&

Figure 1.6: Schematic of wall lubrication force

1.7.3.2 Overview of Modeling Approaches

Two main strategies have been adopted in the literature to account for wall lubrication
effects in dispersed gas-liquid flows:

e Analytical-Empirical: Derive or postulate an additional lateral force term Fy,
acting on bubbles near solid boundaries. The first (and widely accepted) model
was derived by Antal. Later other modified models were derived (more detailed
dependencies, but by same hypothesis), becoming more complicated for CFD use
[65,b67,b68]. More recently, Lubchenko proposed a fundamentally new model, he
postulates that the near-wall void fraction peak arises from turbulent-dispersion
regularization rather than a distinct physical force [5Y].
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e Lift-Force Modification Approaches: Recognize that conventional lift models do
not naturally vanish at the wall, and therefore suppress or damp the lift force in a
thin near-wall layer, rather than add a separate lubrication term like the approach
of Shaver & Podowski [p0].

1.7.4 Virtual Mass Force

When bubbles accelerate relative to the surrounding liquid, they must “carry” an added
mass of fluid with them, which manifests as an extra inertia term in the momentum
balance (see [Figure 1.7). In accelerating or swirling bubbly flows, this virtual mass
force can be of the same order as drag or lift, influencing bubble trajectories and phase
distributions [BY]. Numerically, including a virtual mass term often enhances conver-
gence and stability by tempering abrupt changes in relative acceleration, even in flows
that appear pseudo-steady. However, its use remains subject to debate: some studies
omit it without noticeable loss of accuracy, while others retain it to capture transient
acceleration effects.

U

Figure 1.7: Schematic of virtual mass force

1.7.5 Drag Force
1.7.5.1 Physical Background

The drag force arises from the resistance experienced by a bubble moving through the
liquid, comprising both viscous drag and pressure-induced drag as seen on [Figure T.8.
Per unit dispersed-phase volume, it is expressed as (with Cp being the drag coeffi-
cient):

3 Cp

Fo =7 5 @apelurlu, w=u-u (1.28)

The principal challenge in modeling the drag force lies in accurately specifying the drag
coefficient (Cp). In theory, Cp can be derived from single-bubble terminal-velocity
measurements by equating buoyancy and drag at steady rise speed. More recent cor-
relations augment Cp with swarm effects to account for neighbor-induced interactions.
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Figure 1.8: Schematic of drag force (with bubble swarm)

1.7.5.2 Overview of Modeling Approaches

Two broad strategies have been used to model Cp, both of them are analytical-experimental
methods:

e Single Bubble Correlations: Correlations are derived from theoretical limits, ter-
minal-velocity studies, pressure drop-studies and single-bubble curve-fitting ex-
periments. Key examples include of this approach are Schiller-Naumann, Tomiyama,
Ishii—-Zuber and Kendoush [p1-64].

e Swarm and Turbulence Corrections: Modifications to single-bubble Cp to ac-
count for group effects (swarm), deformation and turbulence. Most notable de-
velopments are Bozzano-Dente, Wen-Yu, Gidaspow [b5-67].

Itis important to note most drag coefficients are tuned for specific regimes: e.g. Schiller—
Naumann for isolated, small-bubble Stokes flows, Ergun and Wen-Yu for packed or
fluidized beds, Kendoush for taylor bubbles and so on. Therefore, selecting the appro-
priate correlation for the expected flow regime is critical for robust CFD predictions.
However it has been observed been several studies that the influence of the drag coef-
ficient doesn’t have much effect for bubbly flows (which togheter with annular works
best in boiling simulations) [68,69].

1.7.6 Basset (History) Force

The Basset force accounts for the temporal lag in the development of the viscous bound-
ary layer around a particle when the relative velocity varies with time. It represents the
accumulated effect of past accelerations on the instantaneous hydrodynamic force. In
this work, the Basset force is neglected because, under our flow conditions, its contri-
bution is orders of magnitude smaller than the other forces.
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1.8 Turbulence Modeling in Multiphase Flows

Accurate turbulence modeling is essential in the simulation of multiphase flows, partic-
ularly in bubbly and boiling systems where phase interactions alter the flow dynamics
profoundly. Since the direct solution of the Navier-Stokes equations via Direct Nu-
merical Simulation (DNS) is computationally prohibitive for most engineering appli-
cations, turbulence models are required to close the Reynolds-averaged Navier—Stokes
equations (RANS).

The RANS framework offers a practical approach to model turbulent flows by decom-
posing instantaneous flow variables (such as velocity and pressure) into mean and
fluctuating components (¢« = u + u’ and p = p + p’). By averaging the Navier-Stokes
equations in time, the RANS formulation results in governing equations for the mean
flow (which has the same form as the multiphase equations since they are also aver-

aged equations (see Equation 1.18)). However, this process introduces an additional
term called the Reynolds stress tensor:

T,t( = —pulfu]’. (1.29)

The Reynolds stress tensor poses the turbulence closure problem, since there are now
more unknowns than equations. Although one could attempt to derive transport equa-
tions for each of the six independent Reynolds stress components, doing so intro-
duces even more unknown quantities. Instead, a pragmatic solution (first proposed
by Boussinesq in 1877) is to relate the Reynolds stresses to the mean rate of strain via
an eddy-viscosity hypothesis:

il @) (1.30)

t
==+
Tk H (ax j axi
This reduces the problem to finding a reliable expression for the turbulent viscosity
(ut). Two widely used approaches to achieve this are the so-called two-equation models,
which introduce transport equations for two turbulence quantities. The most estab-
lished models in this category are the k — ¢ and the k — w models.

1.8.1 k — ¢ Model

The standard k—¢ model uses the turbulent kinetic energy (k) and its dissipation rate
(¢) to calculate the turbulence viscosity. It is known for its robustness in fully turbulent
flows, particularly in high-Reynolds number regimes. The k—¢ model performs well in
free-shear flows but struggles near walls, requiring wall functions or damping modifi-
cations. The widely used model proposed by Launder and Spalding is formulated as
following for the continous phase [/0]:

e = peCu—= (1.31)
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C c + ¢
%acpck+v-acpcuck =V. (MVk) +ac(P—pce) (1.32)
Ok
C Cc + ¢
%acpce +V-acpue=V- (MV&‘) + acz (CerP = Ceapce) (1.33)
&

Standard constants: [C“ =0.09, 0, =1.0, 0, =1.3, Ce1 =144, Ceo =1.92 ]

1.8.2 k — w Model

The k—w model substitutes the dissipation rate (&) with the specific dissipation rate
(w = €/(B"k)), resulting in better near-wall accuracy and improved performance in
adverse pressure gradients. The k—w model is therefore particularly effective for wall-
bounded flows and regions with high strain rates or separation. However, it can be
overly sensitive to freestream values of w, which led to the development of the k-w
SST model. It can be mathematically modeled as [/1]:

e = p— (1.34)

d ac(ue +
2 (@epek) + V- (@cpenck) = V- (L

c
— ”f)Vk) + acpePr — acpefikw (1.35)
k

Cc c + ¢
% (acpcw) + V- (acpcucw) =V - (%Vm) + acpca%Pk - ochcﬁa)2 (1.36)

@

Standard constants: [a = 5/9, = 3/40, " = 9/100, o = 2.0, g, =2.0 |

1.8.3 Application in Multiphase Flows

In the Eulerian-Eulerian multiphase framework, turbulence is typically modeled only
for the continuous phase. The dispersed phase is assumed to behave in a laminar fash-
ion, but its influence on the continuous-phase turbulence is not neglected. Turbulence
from the dispersed phase can be taken into account using bubble-induced turbulence
models. In this approach, additional source terms (Si, S¢, or S,,) are introduced on
the right-hand side of the turbulence transport equations to account for energy trans-
fer from dispersed phase motion. One first and most used BIT models is Sato’s eddy
viscosity model, but many other formulations models exist today [/2].

1.8.4 Wall Treatment and Considerations

An important parameter in turbulence modeling near solid boundaries is the non-
dimensional wall distance (y*) which guides how the mesh resolves the near-wall flow
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region. It determines the suitability of wall treatment approaches and is especially rele-
vant for capturing momentum and heat transfer accurately in high-gradient boundary
layers.

In turbulent flows, resolving the near-wall region accurately is critical for predicting
heat transfer and phase interactions. The non-dimensional wall distance y* is defined

as:

where u; is the friction velocity, y is the distance to the wall, and v is the kinematic
viscosity. This parameter indicates the location of the first mesh node relative to the

viscous sub-layers of the boundary layer.

Viscous Sub-layer Buffer layer Log-law region
N %
> |

20 F

L NETTER -
10° 0t 102
y* [

Figure 1.9: Typical y* zones and corresponding turbulence modeling strategies. The high-y* (log-law)
region used in this study is compatible with standard wall functions and avoids the need for resolving
the viscous sublayer.

1.9 Bubble Size Grouping & Interfacial Area

In gas-liquid multiphase flows, the prediction of the previously discussed interfacial
dynamics depends on the bubble size distribution. In early CFD formulations, bub-
bles were assumed to be of uniform size, a simplification that fails in real-world ap-
plications involving previously discussed coalescence, breakup, or wide void fraction
ranges. Hence, modeling the bubble population’s size evolution is essential.

1.9.1 Population Balance Models & MUSIG

The first major improvement was the Multiple size group (MUSIG) model, which in-
troduced a discrete binning approach to track the evolution of bubble size classes. It
was developed by Lo in 1996 and later extended to account for inhomogeneous velocity
fields (iMUSIG) [/3]. The model solves a separate continuity equation for each bubble
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class, capturing inter-group mass transfer via breakup and coalescence source terms
derived from the population balance equation:

Dy
Dt
While MUSIG offers good fidelity, especially in low void fraction bubbly flows, it suffers

= Byy,i + Bali = Dur,i — Dai (1.37)

from high computational cost due to the number of additional equations required.

1.9.2 Method of Moments & S-y

A more efficient alternative to MUSIG is the Methods of Moments (MOM), initially
proposed by Hulburt and Katz and later adapted for two-phase CFD under the S-y
framework [I74,//5]. Instead of tracking discrete groups, MOM reformulates the pop-
ulation balance in terms of low-order statistical moments (S, ) of the size distribution
(P(d)), such as:

So =/ n(d)dd (number density) (1.38)
0

Sy = / d*>n(d)dd (interfacial area) (1.39)
0

S3 = / d®n(d)dd (void fraction) (1.40)
0

The third moment S; is directly related to the void fraction (), while the second mo-
ment S is linked to the interfacial area density (a;). This approach drastically reduces
computational cost while retaining sufficient physical detail for engineering analysis.
STAR-CCM+ adopts the S-y method by default to compute interfacial area dynamics

within the Eulerian—-Eulerian framework.

1.9.3 Sauter Mean Diameter

In general, a mean diameter d, is defined as the ratio of the p'" and 4" order moments
of the distribution:

(1.41)

. (/0"%1?13(51)5101)ﬁ ) (s_p)ﬁ

P\ [T deP(d) dd Sy
Different combinations of p and g yield different characteristic diameters. For example:

e dip= o number-averaged diameter,
So

o dy3 = g—;‘: volume-weighted average diameter,
® (3 = g—; surface-volume ratio diameter, also known as the SMD.

The SMD is especially relevant in multiphase flow modeling because it represents the
diameter of a monodisperse bubble population that would yield the same surface-area-
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to-volume ratio as the polydisperse mixture. Once the interfacial area density a; and
the dispersed phase volume fraction a4 are known, the SMD can be calculated via:

n / d3P(d) dd
0

n / d2P(d) dd
0

This mean diameter is critical in interfacial closure models as it affects drag calcula-

6 6S
D32:ﬁ:—3=6-
a; 52

(1.42)

tions, heat and mass transfer rates, and the estimation of bubble-induced turbulence.
Since both S, (related to interfacial area) and S3 (related to volume fraction) are com-
puted or transported in S-y models, the SMD naturally emerges as a key post-processed
quantity for coupling with closure correlations.

1.10 Wall Boiling

As shortly described in paragraph 1.5.2, the wall boiling model decomposes the total
heat transfer at the heated surface into three separate contributions. Each term is as-
sociated with a distinct physical mechanism and depends on both thermal conditions
and bubble dynamics. The corresponding expressions used in the implemented model
are given below.

1.10.1 Convective Heat Transfer

Convective heat transfer is the most intuitive and easily understood mechanism in the
wall boiling model. It represents the heat exchanged between the heated surface and
the surrounding liquid in regions not influenced by nucleating bubbles. Much like
heating water on a stove, thermal energy is transferred from the wall into the liquid
through a combination of conduction and fluid motion. illustrates this
mechanism schematically. The convective contribution depends strongly on local flow
properties, including turbulence intensity, liquid velocity, and thermal boundary layer
development. It is commonly modeled using a classical heat transfer relation:

qg =Ache - (T = T¢) (1.43)

where A, is the effective wall area participating in single-phase convection, /. is the
convective heat transfer coefficient and T, — T; is the temperature difference between
the heated wall and the adjacent liquid.

1.10.2 Evaporative Heat Transfer

This term models the latent heat transfer resulting from phase change during bubble
growth. As vapor bubbles form and expand at the heated wall, liquid is locally evap-
orated into vapor, carrying away a significant amount of thermal energy.
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Figure 1.10: Schematic of single-phase convective heat transfer from the wall to the continuous liquid
phase.

illustrates how this mechanism contributes to wall heat removal during nucleate boil-
ing.

Evaporative heat transfer is primarily governed by three key parameters: the active nu-
cleation site density (N, ), the bubble departure diameter (D), and the bubble depar-
ture frequency (f). These parameters are central to modeling heat exchange in MCHEs,
where surface interactions and microscale bubble dynamics dominate the boiling pro-
cess. The evaporation heat flux can be modeled as [/€]:

” n
9¢ = gDy yapafNa (1.44)

where:

f is the bubble departure frequency,

Dy is the bubble departure diameter (it defines the size of a vapor bubble at the
moment it detaches from the heated wall surface),

h, is the latent heat of vaporization,

N, is the nucleation site density which controls the number of active nucleation
sites per unit area.

Given the critical role of these parameters in determining evaporation rates, it is essen-
tial to model them as accurately as possible, despite the significant challenges involved
in their estimation and validation.

Oc

Figure 1.11: Schematic representation of evaporative heat transfer from the wall to a growing vapor
bubble.
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1.10.3 Quenching Heat Transfer

Quenching occurs when a vapor bubble detaches from the heated wall, momentar-
ily exposing a dry spot. Cold liquid from the surrounding region then rushes in to
re-wet this area. Due to the large temperature difference between the wall and the in-
coming liquid, this re-wetting event triggers a sharp, transient heat conduction pulse.
Although highly localized and short-lived, such events occur frequently and contribute
significantly to the total wall heat flux. illustrates this mechanism and the
associated thermal response near the wall. The quenching heat flux is classically mod-
eled as:

qZ]I = Aehq (T = Te) (1.45)

Here, A, is the effective two-phase area undergoing transient evaporation, and #, is
the quenching heat transfer coefficient, which is typically related to the bubble de-
parture frequency (f), which self explanatory defines how frequently bubbles detach
from active nucleation sites. Since the total wall area is shared between convection and
quenching mechanisms, a logical constraint is applied: A, + Ac = 1, where A, rep-
resents the area available for single-phase convection. It is important to note that A,
is strongly dependent on the number of nucleation site density and mean departure
diameter of bubbles and should therefore be modeled accordingly [[/7,7§].

Figure 1.12: Schematic representation of quenching heat transfer.

1.10.4 Modeling Strategies

Widely accepted wall boiling models—such as Cole (for departure frequency f), Hi-
biki (for nucleation site density N, ), Kocamustafaogullari (for departure diameter Dy,),
Kurul-Podowski (for evaporation area A, ), and Del Valle-Kenning (for quenching co-
efficient h1;) provide semi-empirical formulations based on pool boiling experiments
and mechanistic assumptions [32,76-82]. These models established the foundational
concept of heat flux partitioning and established widely used correlations for nucle-

ation parameters and area weighting functions.
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Recent research has shown that merely replacing these classical correlations with im-
proved submodels does not necessarily lead to more accurate simulations. This is pri-
marily due to the lack of mechanistic fidelity in how bubble dynamics, sliding motion,
microlayer evaporation, and wall re-wetting are treated [83].

To address these limitations, a fundamentally new class of boiling models has emerged.
These models propose a more physically consistent and self-contained framework (see

Figure T.13) based on five core enhancements:

Mechanistic prediction of both bubble departure (Dy) and lift-off diameters (Dy).
Modeling of microlayer evaporation during both stationary and sliding phases.
Inclusion of sliding bubble heat transfer & effect on boundary layer regeneration.
Realistic treatment of nucleation site (de)activation and spatial interaction.

SRR

Accounting for bubble interactions on the surface.

Developed using high-resolution experimental data and validated against multiple test
cases, these models demonstrate significantly improved generality and predictive per-
formance across a wide range of flow conditions. Their integration into Eulerian—
Eulerian multiphase CFD solvers enables better resolution of local heat fluxes and
phase dynamics, offering a promising path forward for high-fidelity boiling simula-
tions in nuclear and microscale thermal systems [84, 85].

illustrates the conceptual structure of the complete and self-consistent wall
boiling framework. Each node represents a physical mechanism or parameter involved
in boiling heat transfer. The arrows indicate dependencies, highlighting how dynamic
interactions like bubble growth, sliding, and growth influence both heat partitioning
and surface behavior [8§]. The diagram is adapted from lecture materials on the GEN-
IT boiling framework presented at MIT [86].

Figure 1.13: Conceptual representation of the complete and self-consistent wall boiling framework, il-
lustrating the interdependencies between nucleation, sliding, evaporation, and quenching mechanisms.



Materials and Methods

This chapter outlines the computational strategies, modeling assumptions, and vali-
dation workflow adopted to simulate two-phase and boiling flow phenomena in mi-
crochannels. As previously mentioned, all simulations were performed using STAR-
CCM+, employing the Eulerian-Eulerian two-fluid framework enriched with interfa-
cial force models, turbulence closures, and wall boiling correlations where applicable.
To ensure physical robustness and numerical stability before applying the models to
the full complex geometry, a stepwise testing approach was adopted. Each stage was
inspired by relevant experimental and/or numerical studies from the literature and
served as a validation benchmark:

e Baseline Model: A straight vertical pipe with a diameter of 50.3 mm was used
as the initial test case, inspired by the experimental work of Kocamustafaogullari
and the numerical studies of Ekambara et al [[I5,87]. It served as a foundation to
evaluate the stability and basic behavior of the multiphase solver.

e Refined Model: The validated baseline setup was then extended to a mixing pipe
geometry, closely following the widely studied configuration from Triplett et al.
with a channel diameter of 1.1 mm [3]. This geometry introduced complex inlet
and development effects, providing a more realistic test environment to evaluate
the model’s predictive capability in capturing interface dynamics, flow regimes,
and pressure drops.

e Boiling Model: In the final phase, the model was further extended to include
wall heating and boiling phenomena. This was based on the experimental con-
figuration studied by Sumith et al., which featured a microchannel diameter of
1.45 mm and aligned well with the annular flow regime targeted in this thesis
while avoiding excessively high flow velocities [B].

Each simulation stage is discussed in detail in the following sections, including geom-
etry setup, meshing strategies, boundary conditions, numerical schemes, and physical
model settings. The source code for custom field function implementations and mod-

eling logic is provided in Appendix Al.

31
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2.1 Baseline model

2.1.1 Geometry and mesh

The geometry used in the baseline model was based on the experimental setup by
Kocamustafaogullari, featuring a horizontal pipe with an internal diameter of 50.3 mm
[87]. To match the numerical configuration studied by Ekambara et al., a total pipe
length of 9000 mm was adopted, ensuring full development of the two-phase flow [[I5].

Two different meshing strategies were considered (see [Figure 2.1)): a directed auto
mesh using quadrilateral cells, and a more refined directed patch mesh employing a
butterfly-type surface topology. The mesh settings used for each case are summarized

in [[able 71,

Table 2.1: Overview of mesh types and controls used for the baseline model.

Mesh Type Meshers Base Size (mm) Layers
Directed Mesh ~ Auto (Quadrilateral) 2.0 100
Directed Mesh ~ Patched (Butterfly) 1.0 (10%) 100

*Geometric divisions from wall edge to center

Initial tests showed that both meshing strategies yielded comparable stability and run-

time performance. However, due to its superior surface resolution and more structured

alignment with boundary layer gradients, the patched (butterfly) mesh was selected

for all subsequent model development. This choice is supported in literature as a good

practice for stratified and annular two-phase flow modeling in large pipes [29]. A mesh

sensitivity analysis was performed to confirm this assumption and is presented in
ion 3.1.2.5.
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(a) Auto mesh (Quadrilateral) (b) Patched mesh (Butterfly)

Figure 2.1: Cross-section comparison of mesh topologies used in the baseline pipe geometry.
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Figure 2.2: Full view of the patched (butterfly) mesh applied to the 9-meter baseline pipe.

2.1.2 Physics Models

shows the selected physical models for interfacial forces and turbulence to-
gether with their associated coefficients that resulted in the best agreement with ex-
perimental data for the baseline model [87]. The models themselves, along with the

rationale behind their choice, are described in detail in Fection 2.1.2.T-Fection 2.1.2.5.

Table 2.2: Overview of all models used for the baseline model.

Interfacial Force Model Coefficient(s)

Lift Sugrue -

Turbulent Dispersion Lopez de Bertodano Crp =0.80-0.85

Wall Lubrication Antal et al. Cy =-0.01,Cy =0.05
Drag Tomiyama Intermediate contamination
Virtual Mass Zuber Spherical particle (Cyp = 0.5)

2.1.2.1 Lift Force: Sugrue

Although the Tomiyama lift formulation is widely adopted in two-phase CFD, an alter-
native model was selected in this work [4(0]. Hibiki et al. demonstrated that turbulence
can cause lift coefficient sign inversion at Eo ~ 2.25, much earlier than the classical
threshold of Eo = 5-6, highlighting the limitations of shape-based criteria alone [B8§].
This insight motivated the use of the Sugrue model, which incorporates both bub-
ble deformation (via the E6tvos number) together with local turbulence deformation
effects through the Wobble number (Wo) to better capture lift behavior across flow
regimes. The Hibiki model was also considered, but due to its limited validation range
(3.68 < Rep < 78.8), it was ultimately not adopted [8§]. By contrast, Sugrue’s model
offers a continuous, empirically calibrated lift formulation that remains applicable in
the turbulent, transitional, and small-scale regimes relevant to this study [46]. Sug-
rue’s formulation expresses the lift coefficient as a product of two empirical functions:
one dependent on the Wobble number (Wo), and one on the void fraction («):

CL = f(Wo) X f(a) (21)
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f(Wo) = min| 0.03, 5.0404 — 5.0781 WoUmOS] (2.2)

f(a) = 1.0155 — 0.0154 exp(8.0506 cv) (2.3)

The two calibration functions are derived by brute-force optimization against the turbu-
lent bubbly-flow data of Hibiki et al. By construction, f(Wo) captures the lift-inversion
behavior under increasing turbulence (higher Wo reduces C;), while f(«a) attenuates
the coefficient in dense bubbly flows.

visualises the difference between the Sugrue model used in this work and
the widely adopted Tomiyama correlation [#0,26]. Tomiyama’s model exhibits a con-
stant positive lift coefficient of C; = 0.288 for nearly spherical bubbles at low Ettvos
numbers (Eo < 4), after which the lift force sharply transitions to negative values and
continues decreasing until saturating at C; ~ —0.27 for Eo > 10. This abrupt sign
change reflects the onset of strong bubble deformation, where the lift force reverses
direction and drives bubbles toward the wall rather than the center.

In contrast, the Sugrue model provides a smoother, continuous transition in Cy, as a
function of Eo by incorporating the Wobble (Wo) number, which accounts for both
Eotvés number and relative velocity. For typical values (ufel = 1.5, k = 1.1), the lift
coefficient starts at a fixed 0.03 for nearly spherical bubbles and becomes negative rel-
atively quickly due to the local unsteadiness of the bubble. This behavior results in
more gradual and velocity-sensitive lift force behavior, which can be particularly rele-
vant in unsteady or microchannel flows where traditional models like Tomiyama’s may

overpredict the lift force magnitude or misrepresent transition regimes.

0.4
—_ Sugrue; u? =1.5,k=1.1(typical values)

031 — Tomiyama: Rep = 25 (typical values)
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Figure 2.3: Comparison of Sugrue’s and Tomiyama’s Lift Coefficient.

An important modification to the formulations in this model was done: the void frac-
tion term was set to one (f(a) = 1), leaving the lift coefficient solely dependent on the
Wobble number (Wo). This simplification is supported by recent findings from Reiss et
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al. [BY], who observed that the void fraction-dependent term f(«) undesirably damped
the Wobble contribution. This resulted in a near-zero net lift coefficient, which in turn
led to wall-peaked void fraction profiles in all test tubes (contradicting the experimen-
tally observed center-peaked distributions obtained by negative lift coefficients).

Unlike earlier correlations, Sugrue’s model contains no arbitrary tuning coefficients
and has been shown to reproduce both wall-peaked and core-peaked void profiles over
a wide range of flow conditions, which is a great improvement for general applicability.

2.1.2.2 Turbulent Dispersion Force: Lopez de Bertodano

The Lopez de Bertodano model, expresses the turbulent dispersion force per unit vol-
ume as [b1]:

F&p =-Fip = —Crppcke Vae, (2.4)

where:

o k. is the turbulent kinetic energy,
e Crp is an empirical dispersion coefficient (typically 0.1 < Crp < 1.0) [BT].

Lopezetal. calibrated Crp against vertical-pipe bubbly-flow experiments, finding good
agreement in the ellipsoidal-bubble regime [p1]]. Subsequent studies have modified
Crp for large or small particle limits, but the form of remains the same
[A6]. By using the local field k. rather than a global Reynolds number, and by tying
the force directly to the resolved volume-fraction gradient.

This model was chosen over the widely used Burns formulation due to its simplicity
(in both use and implementation), numerical stability, and demonstrated agreement
with experimental data for horizontal channels [[I5,90]. Unlike Burns, the Lopez de
Bertodano model is orientation-independent, relying solely on local turbulent kinetic
energy and void fraction gradients—without dependence on slip velocity—making it
particularly suitable for Eulerian—-Eulerian simulations in small-diameter horizontal
flows [p1].

In such flows, where lift-induced phase separation and near-wall accumulation are
prominent, turbulent dispersion plays a key role in achieving realistic void distribu-
tions and becomes one of the dominant contributors to the resolved void profile. The
model acts as an effective void-smoothing mechanism and complements lift and drag
forces, offering a robust and CFD-friendly closure that does not rely on bubble size or

flow orientation.

2.1.2.3 Wall Lubrication Force: Antal et al.

Antal et al. applied Blasius’s theorem to a thin film between a rising bubble and a flat
wall, and then generalized the result from cylinders to spherical bubbles by introducing
an empirical wall-lubrication coefficient Cyy, [b5]. Their closure reads:
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(ur - (urnw)nw)2

Fwr = —Cwr a4 pe 7 (25)
b
dp
Cwi = max[— Cot + Cus =2, o] (2.6)
2Yyw
Cuor = —0.06 [ug| + 0.104, Cpy = 0.147 (2.7)

where:

® 1, is the unit normal pointing away from the wall,

® Yy is the mean distance from the bubble center to the nearest wall.

This formulation ensures a repulsive lubrication force that vanishes when the term in
brackets becomes negative. The main obstacle with this approach is the tuning of the
coefficients Cy1 & Cypo2, the suggested values are Cy1 = —0.01 & Cyp2 = 0.05 [B8].
While the Antal et al. formulation is easy to use and modify and has been shown to im-
prove void-fraction profiles in small-diameter channels, it is important to acknowledge
its physical limitations. The underlying assumption that a wall-lubrication force arises
from pressure gradients in a thin liquid film between a bubble and the wall is not well
supported by experimental evidence. In reality, many bubbles in small and medium-
diameter channels are observed to remain in direct contact with the wall, suggesting
that such a film may not even exist under typical flow conditions [FY].

While other more realistic models have been proposed in principle, such models have
only been developed and validated for vertical channels. As no generalized version
exists for small channel horizontal flows, the Antal model was retained because of its
practicality and compatibility with small-channel simulations .

2.1.2.4 Drag Froce: Tomiyama

Tomiyama et al. proposed an empirical drag correlation for single bubbles in pure and
(moderately) contaminated liquids [62]. The drag coefficient is given as a function of
the bubble Reynolds number, Rej, and the E6tvos number, Eo:

Cp = max[min(é—gh(l +0.15 Reg'ﬁg7 , }z—gb), ?)(%TE&)] (2.8)

While more advanced models such as the Ishii-Zuber correlation may offer improved
accuracy under more specific conditions, the Tomiyama model remains more broadly
applicable across a wide range of operating conditions (void fractions, velocities, (a)diabatic)
[63]. Given the variability in flow regimes and inputs in this study, Tomiyama’s formu-
lation was deemed the most appropriate compromise between generality and accuracy

for all the three models (baseline, refined and boiling). In all models the moderate con-
taminated version provided the best fit.
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2.1.2.5 Virtual Mass Force: Zuber

A classical Eulerian—Eulerian expression for the virtual mass force is [91]:

Due _ %) (2.9)

Fym = Cvm g pe (—

where:

e Cy is the virtual-mass coefficient,
e D/Dt denotes the material derivative following each phase.

In this work, the classical formulation is retained with a constant coefficient Cy s = 0.5,
as suggested by Zuber for clean spherical bubbles in inviscid flow [P1].

While the virtual mass force is a theoretically well-established concept, it has not seen
widespread application in practical two-phase CFD studies, and limited validation
data is available. This is partly because it represents a purely inertial effect, and is
difficult to isolate experimentally. The term was mainly incorporated in this model
because inertial effects are relatively a bit more profound in small channels then in mi-
crochannels (where they are often neglected). Its inclusion serves to evaluate whether
any measurable impact (fluid-dynamically as numerically) arises from modeling the

virtual mass force in such confined geometries.

2.1.2.6 Turbulence: k—s Model

Turbulence Model The standard k—¢ model was chosen for its robustness and reli-
ability. Since the domain lies in the small-channel regime rather than the microscale,
the advantages of near-wall enhanced models like k—w are less pronounced, making
the k—¢ model a suitable and computationally efficient choice.

Wall Model In all three models developed in this work, the mesh is constructed to
operate within the high-y* region (y* > 30), which aligns with the logarithmic region
of the boundary layer on [Figure T.9. This approach enables the use of standard wall
functions, which are compatible with the selected k-¢ turbulence model and reduce
computational cost by avoiding excessively fine near-wall mesh.

2.1.2.7 Bubble Group Size: Pre-Integrated S—y Model

The Pre-Integrated S—y model was selected to efficiently represent polydispersed gas—
liquid flows. The pre-integrated version further simplifies implementation by relying
on built-in closure laws, enabling accurate estimation of interfacial area and SMD with
minimal computational overhead. This model was consistently used in all three simu-
lation stages (baseline, refined, and boiling) and therefore will not be discussed again
in subsequent model sections.
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2.1.3 Boundary and Initial Conditions

Void Fractions: To prevent numerical instabilities at startup (particularly in low-volume-
fraction regions) the initial void fractions for the pipe walls and outlet were set to:

a = 1x 1078, The inlet void fractions were taken directly from the experimental data.
This approach avoids the divergence issues commonly encountered when initializing
with zero gas volume fraction.

Velocities: The velocity fields for both phases were calculated based on the experi-
mental superficial velocities (j, ji), ensuring a consistent initialization with the ex-
pected gas-liquid flow ratio.

Turbulence Settings: For the dispersed gas phase, a turbulence intensity of I = 0.05
and a turbulent viscosity ratio v, = 10 were imposed. These are commonly adopted
values for small channel pipe-driven two-phase flows and were observed to have min-
imal influence on the overall results within the studied operating range.

For the continuous liquid phase, turbulence properties were estimated based on the
specific pipe geometry and inlet conditions. The turbulence intensity was calculated
using the empirical correlation for fully developed pipe flow. The full calculation pro-
cedure is documented in [Appendix B.

These turbulence initializations contributed to stable convergence behavior and phys-
ically consistent field development throughout the simulation domain. They were ap-
plied consistently across all models and contributed to stable convergence behavior
and physically consistent field development throughout the simulation domain (and
will therefore not be discussed again).

Sauter Mean Diameter: An initial SMD of 3.0 mm was adopted for all cases, produc-
ing stable and physically consistent results. This value aligns with both experimental
observations and the recommendations of Burris et al. [92].

2.1.4 Solver parameters and Monitoring

All simulations were conducted using an unsteady segregated solver framework. A
base time step of At = 0.01s was employed, with automatic time-step adaptation en-
abled. Due to the relatively efficient numerical setup and moderate mesh size, un-
steady simulations converged rapidly, making this approach for this setup preferable
over steady-state solution.

summarizes the solver settings and under-relaxation factors used throughout
the baseline model. These values were selected based on STAR-CCM+ best practices
and refined through iterative testing to ensure stable and consistent convergence be-

havior across different flow regimes.
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Table 2.3: Overview of solver settings for the baseline model.

Solver Quantity Solved Relaxation Factor
Segregated EMP Flow Velocity 0.5
Segregated EMP Flow Pressure 0.1
Volume Fraction Gas-Liquid Distribution 0.5
S-Gamma Bubble Size Moments 0.5
Segregated Energy Enthalpy 0.5
k-& Turbulence k, € Transport 0.5
k-& Turbulent Viscosity Turbulent Viscosity 0.5

2.2 Refined model

2.2.1 Geometry and mesh

The geometry used in the refined model was based on the experimental setup by Triplett
et al., which investigates air-water two-phase flow in horizontal microchannels with
symmetric perpendicular air inlet configuration [3]. The test section features a pipe
with an internal diameter of 1.1 mm, into which air is injected through two inlet tubes
with a diameter of 1.45 mm. This configuration introduces complex flow development
and interface dynamics representative of microchannel mixing behavior, making it a

suitable benchmark for refined model validation.

Table 2.4: Overview of mesh types and controls used for the refined model.

Mesh Model Mesh Type Meshers Base Size (mm) Layers
Unified Automated Mesh Trimmed Cel 1.0 -
Split Directed Mesh (Pipe) Qt'ladrilateral 0.1 100
Automated Mesh (Inlet) Trimmed Cel 1.0 -
Simplified Directed Mesh Butterfly 0.05 (6)* 100

*Geometric divisions from wall edge to center

Two main meshing strategies were evaluated for the refined model: one based on the
full, detailed geometry (including both the water channel and the air inlet) and a sec-
ond, simplified version of the geometry (like Figure 2.1). Within the full geometry
setup, two mesh configurations were tested: a unified mesh spanning both domains,
and a split-domain approach using separate meshes for the water and air inlets. The
mesh settings used for each case are summarized and the meshes can be seen
on [Figure 2.4, [Figure 2.5 and [Figure 2.4.

Although the combined mesh offered a continuous topology, it resulted in significantly
longer run times without noticeable improvements in flow behavior or numerical sta-
bility. Consequently, the split mesh approach was adopted for the full geometry, while
the simplified geometry used the butterfly-pattern patched mesh strategy for consis-
tency and efficiency.

Given the increased sensitivity of the current simulations, special attention was de-
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(a) Unified pipe mesh (b) Unified air inlet mesh

Figure 2.4: Mesh overview of the unified mesh strategy.

(a) Unified pipe mesh (b) Split air inlet mesh

Figure 2.5: Mesh overview of the split mesh strategy.

voted to mesh control parameters such as base size, surface growth rate, and the min-
imum diameter. These settings were carefully optimized to enhance mesh quality and
ensure numerical stability while maintaining computational efficiency.

2.2.2 Physics Models

The interfacial forces used in the refined setup were chosen not only for their physical
relevance to horizontal microchannel flow, but also with the eventual boiling model
in mind. Since the primary aim of this thesis was to develop and compare models ap-
plicable to annular boiling flow, consistency across the refined and boiling cases was
prioritized. This included using wall-directed lift and near-wall redistribution strate-
gies that perform well under both adiabatic and diabatic conditions.

summarizes the interfacial and turbulence models employed in the refined
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(a) Full geometry with split mesh strategy.

(b) Full geometry with unified mesh strategy.

Figure 2.6: Comparison of full-domain mesh strategies for the refined model.

setup, along with their respective coefficients or formulations. Compared to the base-
line case, the model is almost completely changed which emphasizes again the differ-
ence in behavior between small and microchannels. Each model is described in more
detail in Fection 2.2.2. T-Section 2.2.2.5.

Table 2.5: Overview of all models used for the refined model.

Interfacial Force Model Coefficient(s)

Lift Constant Cp =-0.02
Turbulent Dispersion ~ Burns et al. Ccalibration = 1.5

Wall Lubrication Lubchenko -

Drag Tomiyama  Intermediate contamination
Virtual Mass Not included -

2.2.2.1 Lift Force: Constant

A constant lift coefficient of C; = —0.02 was applied in the refined simulations. The
choice of a negative constant was made to preserve wall-directed lift behavior, consis-
tent with annular flow development in boiling regimes.

This strategy allowed the same lift setup to be reused in the boiling model without re-
quiring re-tuning, facilitating more direct comparisons of phase distribution and pres-
sure drop between the refined (adiabatic) and boiling (diabatic) cases. As the focus of
this work was on developing a consistent CFD workflow across both flow regimes, this
simplification was seen as a robust and justifiable compromise.
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2.2.2.2 Turbulence Dispersion Force: Burns et al.

Burns et al. presented a detailed turbulent-dispersion closure that retains the influ-
ence of mean slip velocity, bubble size, and interfacial area. In their formulation, the
dispersion force per unit volume is written as:

3 a e (ai 1 )
__3 _ i Y 2.1
Frp 7 Cp D, |ua — u| oole T o) Ve (2.10)
H(a, k)

where:

e Cp is the mean drag coefficient for a single bubble,

orp is the turbulent Schmidt number for void-fraction diffusion,

it is the turbulent viscosity,

a; is the interfacial area density,

The bracketed term H(«, k) accounts for the void-fraction dependence of the dis-

persion intensity.

This form emphasizes how turbulence (via [JtL /oTDp), interfacial geometry (a/Dy, a;),
and slip combine to drive diffusion of bubbles down the void-fraction gradient.

The Burns et al. model was chosen primarily because of its compatibility with the
Lubchenko wall lubrication formulation (see Pection 2.2.2.3. Lubchenko’s approach
explicitly assumes equilibrium with a dispersion force that has the structure of Burns’
model. Using Burns instead of the Lopez formulation (baseline model) ensures a con-
sistent force balance near the wall and allows the models to be coupled seamlessly.

In addition to this theoretical compatibility, numerical tests showed improved stability
when Burns was used in the refined Triplett setup. The Lopez model occasionally led to
sharp void gradients and convergence issues, whereas the Burns formulation provided
smoother void redistribution and better numerical stability.

2.2.2.3 Wall Lubrication Force: Lubchenko

Lubchenko et al. challenged the notion of a “physical” wall-lubrication force by observ-
ing that individual bubbles in contact with the wall experience no net lateral force push-
ing them away [PY]. The key insight is purely geometric: spherical bubbles slide up the
wall on a single point of contact (Figure Z.7a), and the cross-sectional area occupied
by gas increases with distance from the wall (Figure 2.7b), yielding a parabola-shaped
void fraction profile for a monodisperse layer (Figure 2Z.7c).

He therefore suggests that wall lubrication should not be treated as an additional phys-
ical force in Multiphase CFD, but rather as an averaging-correction that restores the
near-wall void-fraction profile lost during volume averaging. The schematic in

re 2.7 is taken from Lubchenko’s original work [59].

Lubchenko et al. derived a wall-lubrication correction Fyr, p by enforcing equilibrium
with the turbulent-dispersion force (Frp + Fyr,7p = 0) so that the parabolic near-wall
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Figure 2.7: Schematic of Lubchenko’s approach (a) side view of bubbles, (b) front view of the cross-
sections of bubbles. (c) cross-section of gas phase as a function of distance from the wall.

void-fraction profile is recovered. Using Burns’ turbulent-dispersion clo-
sure and by computing the averaged void fraction analytically by considering spherical
bubbles of radius Rj, = d/2 sliding up the wall with centroid at yy = R; so that

4 2
Va = s - ( - D—yb) n (2.11)

Substituting into the equilibrium condition gives the final piecewise expression:

C : 1Dy -2
3TD|ud—ud| Fe (1+ 4 )a—Db yn, y<%,
Fuwirp = § 4D oD I=a/ "y Dy—y (2.12)
0, y> 2,

where:

e o7p is the turbulent Schmidt number for void-fraction diffusion,
e u! is the turbulent viscosity.

The Lubchenko wall lubrication model was selected despite being originally devel-
oped for vertical flows. While the refined model was designed to simulate horizontal
microchannel flow (Triplet), the model’s advantages (its strong physical basis, absence
of tunable parameters, and seamless compatibility with the Burns turbulent dispersion
formulation) made it a compelling option. Most importantly, Lubchenko’s model was
chosen with the boiling case in mind. Since the boiling simulations are conducted in a
vertical microchannel, this model is ideally suited for that setup. Although it may not
be the perfect fit for horizontal flow, using it here ensures a consistent interfacial force
strategy across both refined and boiling models, which is essential for fair comparison
and reliable performance evaluation.

2.2.24 Drag Force: Tomiyama (& Kendoush)

As stated inpection 2.1.7.4, the intermediately contaminated Tomiyama drag coefficient
(Cp) was used in all three models due to its broad applicability across a wide range
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of operating conditions. Its robustness makes it suitable for both adiabatic and boiling
flows without requiring regime-specific adjustments.

However, to explore the sensitivity of the model to flow regime characteristics specific
to the Triplett geometry, an alternative drag model developed by Kendoush [64] was
tested under selected conditions (Taylor flow). This model provides a closed-form
expression for Cp tailored to long Taylor bubbles rising steadily in vertical pipes, de-
rived from a balance of buoyancy and inertial drag under inertia-dominated flow. The

expression incorporates the void fraction a, liquid slug length L¢, and tube radius R:

L
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- a
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1

Cp = 8.16( )—3.628 (2.13)

Iy
e Ly is the liquid slug length,
e R is the tube radius.

While this formulation may offer enhanced accuracy for Taylor flow structures, its lim-
ited applicability outside inertia-dominated vertical flows and sensitivity to geometric
inputs (e.g., Lf) makes it less suitable for general two-phase conditions. For this rea-
son, Tomiyama’s model was retained as the primary drag correlation.

2.2.2.5 Virtual Mass Force: Zuber

No virtual mass force was included in the refined model. In microchannel-scale geome-
tries, inertial effects are significantly reduced due to small characteristic dimensions,
making the contribution of virtual mass largely negligible. Furthermore, preliminary
tests revealed noticeable momentum imbalances when the force was activated (partic-
ularly under conditions involving high slip velocities or significant initial void fraction
inputs (> 0.4)). For these reasons, the virtual mass term was excluded to improve
numerical stability without compromising the results.

2.2.2.6 Turbulence: k—s Model

The standard k-¢ turbulence model was again used in the refined simulations for the
same reasons as in the baseline case: it offers a well-established balance between ac-
curacy and computational efficiency in fully developed pipe and channel flows. Its
robustness in high-Reynolds-number regimes (conditions that are certainly present in
several of the Triplett experiments) and its compatibility with the Eulerian-Eulerian
framework make it a practical and reliable choice for modeling small-diameter hori-
zontal two-phase flows.

2.2.3 Boundary and Initial Conditions
2.2.3.1 Void Fractions & Correction Factor W

The initial void fractions of the outlet and pipe were set to 1 X 107 for most cases to

prevent numerical instabilities commonly associated with zero gas initialization. For
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high gas volume fraction cases (ay > 0.4), a more adaptive approach was used by
setting the initial value to 1% of the inlet void fraction to further aid convergence.
However, simulations with extremely high inlet void fractions (az > 0.85) remained
challenging and could not be fully converged despite these precautions.

For both the unified and split (realistic) mesh configurations, the air inlet void fractions
were set to 1.0 and liquid inlet to 0.0 (logically). In contrast, for the simplified configu-
ration, an empirical approach was used to determine the inlet void fractions based on
the ratio of the dispersed velocity to the continuous (14, ).

To account for the mismatch between experimental solution void fraction and simu-
lated initial void fractions, a correction ratio W was introduced and correlated with the
ratio of the dispersed velocity to the continuous (14, = ug/u.). The correction ratio is
defined as:

p - Yicorrected (2.14)
Qexp

where aeyp is the surface-averaged void fraction measured in the test section of the
Triplett experiments, and @corrected 1S the adjusted initial void fraction that must be
imposed at the inlet to numerically reproduce @exp in the same testing region.

A series of 23 simulations was conducted using known experimental superficial ve-
locities (j¢, ja), where aeyx, was initially imposed. The initial void fraction was then
iteratively adjusted until the simulation reproduced the experimental void fraction in
the test section. The resulting correction ratios were plotted against the corresponding
velocity ratios, and a correlation was formulated, as shown in Figure Z.8:

1.2215 - u 0813, for 0.05 < uge <1
W= e (2.15)
min [0.8, 0.5+0.432 In (ﬁ)] . for1 < g, <20

T
—— Correction Ratio:
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Figure 2.8: Correction ratio Y as a function of ratio of velocities (ug.), based on the ratio between
experimentally reported void fraction and the corrected inlet condition.
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This formulation was found to perform well across a wide range of velocities ratios
(0.05 < ugc < 20) and provides a practical guideline for initializing void fractions in
simulations that aim to match surface-averaged distributions from experimental data
in horizontal microchannel flows. It mustbe additionally noted that when values larger
than 0.90 are obtained for & corrected, they should be hard-set to 0.90, as higher values
often lead to numerical instability in the simulation model.

However, in cases where experimental data for the surface-averaged void fraction was
not available, the correction ratio approach could not be applied directly. To address
this, an alternative empirical correlation was developed to estimate the expected surface-
averaged void fraction directly from the ratio of velocities (u4.). This was done by
plotting the experimental superficial velocity data against the corresponding measured
void fraction, which revealed a simple exponential relationship valid in the same range
(0.05 < uge < 20):

Qexp = 0.2779 - u):4% (2.16)

This correlation offers a lightweight and practical fallback method to initialize void
fractions when experimental reference data was incomplete or unavailable. While this
method is not grounded in first-principles fluid dynamics (e.g., dimensionless groups
like Reynolds or E6tvos number), it offered a fast and surprisingly accurate way to
estimate aexp in the absence of direct experimental values, making it a practical en-
gineering workaround for initializing simulations. It should also be noted that both
the correction ratio correlation and this empirical prediction are tailored specifically to
the Triplett dataset and geometry. They have not been validated against other experi-
ments or geometrical configurations and should therefore be used cautiously outside
the original context.

Additionally, to manage the high initial void fraction conditions and reduce numerical
spikes, a ramp function was applied to gradually increase the inlet void fraction over
time (iteration). This approach helped stabilize the early stages of the simulation by
preventing abrupt phase interactions.

2.2.3.2 Other Boundary and Initial Conditions

Velocities: The initial velocities for both phases were directly taken from the experi-
mental data reported in the Triplett study [3]. Since the inlet conditions correspond to
fully dispersed flow or single-phase injection (gas or liquid), the superficial velocities
(je, ja) were used as the phase velocities at the inlet (the same velocities were taken
for the simplified mesh).

Sauter Mean Diameter: A constant initial SMD of 1 mm was used in all simulations.
This value is the default value and wildly accepted for microchannel simulations.
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2.2.4 Solver Parameters and Monitoring

While the baseline cases used an unsteady solver, the refined and boiling simulations
adopted a steady-state framework to reduce computation time across more than 50
runs. This approach provided sufficient accuracy for the intended comparisons. [Iaj
lists the relaxation factors used, with particular emphasis on velocity, pressure,
and volume fraction which are key output parameters in the Triplett experiments [B].

Table 2.6: Overview of solver settings for the refined model.

Solver Quantity Solved Relaxation Factor
Segregated EMP Flow Velocity 0.3
Segregated EMP Flow Pressure 0.05
Volume Fraction Gas-Liquid Distribution 0.3
S-Gamma Bubble Size Moments 0.5
Segregated Energy Enthalpy 0.5
k-& Turbulence k, € Transport 0.5
k-& Turbulent Viscosity Turbulent Viscosity 0.5

2.3 Boiling model

2.3.1 Geometry and mesh

The geometry used in this simulation was directly adopted from the experimental setup
by Sumith et al. [B], featuring a vertical microchannel with an internal diameter of 1.45
mm and a heated region of 100 mm in length.

The meshing strategies used for this model focused on the use of a directed patched
mesh (butterfly layout), which is advised by literature to be used by literature because
it has the ability to capture the liquid-film formation more accurately [29]. Given its
proven performance, this mesh type was selected as the baseline for further refinement.
A mesh sensitivity analysis was then conducted by systematically varying the base size
to evaluate its influence on solution accuracy (see Figure 2.9). Additionally, a compar-
ison between the butterfly and quadrilateral meshing approaches was performed to
confirm the robustness of the chosen strategy. The outcomes of this mesh analysis are
presented in Section 3.3.3. [[able 2.7 summarizes the detailed mesh settings used in the
boiling model:

Table 2.7: Overview of mesh types and controls used for the boiling model.

Mesh Type Meshers Base Size (mm) Layers
Directed Mesh ~ Auto (Quadrilateral) 2.0 100
Directed Mesh ~ Patched (Butterfly) 0.1 (10%) 100
Directed Mesh  Patched (Butterfly) 0.05 (14%) 100
Directed Mesh ~ Patched (Butterfly) 0.025 (12%*) 100

*Geometric divisions from wall edge to center
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(a) Base size: 0.1 mm (b) Base size: 0.05 mm (c) Base size: 0.025 mm

Figure 2.9: Comparison of mesh refinement levels for the boiling model.

2.3.2 Physics Models
2.3.2.1 Interfacial Forces

As stated in Pection 2.2.7, the interfacial force models used in the refined setup were
selected with the goal of ensuring compatibility and optimal performance in vertical
boiling microchannels, despite the different diameter and orientation. For consistency
and comparative purposes, the same models for lift (Section 2.2.2.7)), turbulent disper-
sion (Bection 2.2.2.7), drag (bection 2.2.2.4), and virtual mass (Bection 2.2.2.5) were

reused here. These models are not described again in this section.

It is important to note that the wall lubrication model described in was
not incorporated into this boiling model. Although it was rigorously tested in com-
bination with the MITB framework, its inclusion led to numerical instabilities for the
current setup. As a result, the Lubchenko formulation was excluded to preserve simu-
lation stability.

2.3.2.2 Boiling Model

The boiling model implemented in this work is based on the recent framework de-
veloped by MITB [84]. This model introduces two key innovations: a newly reduced
correlation for predicting the bubble departure diameter (D) and a new formulation
for wall heat transfer that remains valid across a broad range of pressures.

Bubble Departure Diameter (D;) This new formulation takes into account key phys-
ical influences such as pressure, wall superheat, liquid subcooling, and bulk veloc-
ity [86]. The resulting expression reads:

pi—p 0.2747
Dy = 18.9><10—6-(—g ) o Jagy® (4 Jagw) 0T w520 (2.17)
N——— pg

——— L ——
—_— : .
Base constant Superheat effect Subcooling effect  Velocity effect
Pressure effect
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e Pressure effect: reflects the role of buoyancy, which intensifies at low pressure
where the density ratio increases.

e Superheat effect: describes the thermal driving force for bubble growth. Larger
superheat yields larger departure diameters.

e Subcooling effect: accounts for the degree of subcooling. Increased subcooling
suppresses bubble growth, thus reducing departure diameter.

e Bulk velocity effect: describes convective stripping: higher liquid velocities shear
bubbles off the wall earlier, leading to smaller bubbles.

New all-pressure wall heat transfer model As introduced in Section 1.10, four key
coefficients are typically required to model wall boiling phenomena. However, the
newly proposed wall heat flux that replaces the classical concept of quenching sliding
conduction, leading to the following expression:

q;(/mll = (1 - Sdry) q}\,]B + Sd"y qgas (2-18)
qxp =47 + 9 +9¢ (2.19)
where:
® g} is the heat flux transferred to the continuous via nucleate boiling,

(3as is the heat flux transferred directly to the dispersed phase,

q}’ is the forced convective heat transfer contribution,

gz, is the sliding conduction contribution, replacing traditional quenching,
e g/ is the evaporative heat transfer contribution.

Therefore, in addition to the fundamental parameters already discussed (excluding
h; and redefining A, ), several new parameters become essential when extending the
wall boiling model to include sliding conduction and more detailed nucleate boiling
behavior:

o I is the sliding conduction heat transfer coefficient,

e N, is the number of active nucleating bubbles per unit area,

e Ay is the average bubble sliding length along the wall,

e {*is the characteristic time needed to reform the thermal boundary layer.

For a complete description of the derivation of the models and coefficients used in this
formulation, the reader is referred to the work of Kommajosyula, specifically Chap-
ter 4.1 [B4]. How these parameters are specifically implemented into STAR-CCM+ is

detailed in Appendix B.
2.3.3 Boundary and Initial Conditions

Heat Flux: To avoid non-physical spikes and instability at the start of the simulation,
the wall heat flux was gradually introduced using a linear ramp function. This allowed
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the system to adapt smoothly to increasing thermal loads, promoting convergence and
physical realism in the early stages of boiling onset.

Void Fractions: A similar initialization strategy was applied as in the previous cases:
both the pipe and outlet regions were initialized with a small void fraction to assist con-
vergence. In addition, the inlet void fraction was set to also to the same value (1x107),
helping to stabilize the volume fraction solver during the early stages of simulation
when no boiling has yet occurred.

Velocities: The phase velocities were computed from the prescribed mass flux using

the relation:
G

°" PC(T)

where G is the local mass flux and p.(T) is the temperature-dependent density of the

continuous phase (the dispersed phase density is neglected).

Sauter Mean Diameter: An initial SMD of 1.0 mm was used, consistent with the re-
fined model. Since no boiling is present at the simulation start (due to the use of a
heat-flux ramp), this initialization is sufficient. As the simulation progresses and wall
heating is introduced, the SMD evolves automatically through the boiling and breakup
models.

2.3.4 Solver Settings and Strategy

For the boiling model, a hybrid approach was adopted using both steady-state and
unsteady solvers. Steady-state simulations were first used to bring the system close to
convergence, after which unsteady simulations were initiated to obtain an even more
accurate solution.

Due to the added complexity introduced by phase change, wall boiling, and strong lo-
cal gradients, the relaxation factors were carefully tuned to ensure numerical stability
and convergence. In particular, attention was given to the pressure, volume fraction,
and energy equations (as seen in [[able 2.8, which are especially sensitive under dia-
batic conditions.

Table 2.8: Overview of solver settings for the boiling model.

Solver Quantity Solved Relaxation Factor
Boiling Mass Transfer Rate Mass 0.1
Segregated EMP Flow Velocity 0.1
Segregated EMP Flow Pressure 0.05
Volume Fraction Gas-Liquid Distribution 0.3
S-Gamma Bubble Size Moments 0.5
Segregated Energy Enthalpy 0.25
k-¢ Turbulence k, € Transport 0.5

k-& Turbulent Viscosity Turbulent Viscosity 0.5
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2.4 Performed Simulations & Setups

Now that the physical models and their implementation have been described, this
section presents the simulations conducted using those models. The aim is to eval-
uate their performance across various geometries and operating conditions, with a pri-
mary focus on the annular flow regime. The objective is to extract key fluid-dynamic
and thermo-hydraulic parameters to better understand two-phase flow behavior in mi-
crochannels, with the ultimate goal of transferring this knowledge to applications in
MCHE design.

To enable quantitative comparison with experimental data, custom-defined planes, line
probes, and point monitors were placed within the domain to replicate the measure-
ment locations reported in the reference literature. Results were extracted using surface

averages, integral volume averages, and global domain-averaged quantities.

2.4.1 Baseline Model

In the baseline model, the primary objective was to validate the void fraction and veloc-
ity profiles against the experimental data of Kocamustafaogullari et al. [87]. Addition-
ally, results were compared to the numerical study of Ekambara et al., who performed
similar simulations using the commercial CFD software CFX-5.7.1 [[I5]. Pressure drop
predictions were not a focus at this stage, as the larger channel dimensions fall outside
the typical operating range of MCHESs and thus have limited relevance for microchan-
nel heat exchanger design.

Furthermore, no evaluation of flow regimes was performed for the same reason: the
flow structures observed in small channels differ significantly from those in microchan-
nels, and insights derived from them cannot reliably be extended. Lastly, a mesh sen-
sitivity analysis was carried out to assess the influence of the butterfly mesh in larger
channels, providing possible insights for future scaling of the method. Beyond result
comparison, this baseline model served as a foundational step to establish and calibrate
the multiphase CFD modeling framework used in the refined and boiling configura-
tions.

2.4.2 Refined Model

The refined model served as the primary testing platform for evaluating adiabatic mi-
croscale two-phase flow behavior. Compared to the baseline setup, this model intro-
duced a complex geometry based on the Triplett experiment, which significantly in-
creased numerical difficulty and model sensitivity [3,93]. As will be discussed in the
results section, achieving stable convergence in the full geometry proved challenging.
To address this, the simplified mesh configuration was adopted, which enabled the
development of the correction factor (W) to adjust initial void fractions and ensure
physically consistent results.
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In contrast to the baseline model (where insights into the flow structure were of lim-
ited) the refined model targeted microscale-specific fluid dynamic parameters. In par-
ticular, it focused on accurate pressure drop prediction and flow regime identification,
both of which are critical for the design and optimization of MCHEs, especially under
boiling conditions. Additionally, a theoretical expression for the liquid film thickness
was evaluated against both experimental data and simulation results. This comparison
serves as a foundation for the subsequent development of the boiling model, where the
dynamics of the liquid film play a central role in heat transfer performance.

2.4.3 Boiling Model

In this section, the boiling model was evaluated with a focus on two key aspects: pres-
sure drop and wall superheat. Pressure drop predictions were benchmarked against
experimental results from Sumith et al., serving as a validation for the model’s thermo-
hydraulic fidelity under boiling conditions [F§]. The model was rigorously tested against
wall temperature data, aiming to replicate both the absolute wall superheat, the varia-
tion in superheat across the heated surface and the wall superheat itself. These quan-
tities are critical for understanding the onset and evolution of nucleate boiling in mi-
crochannels.

A mesh sensitivity analysis was also performed to assess the robustness of the pre-
dictions. Different meshing strategies were compared, including the default butterfly
mesh and a structured quadrilateral-based approach. The influence of base cell size on
the accuracy of the boiling model was also investigated.

2.4.4 Monitoring of the simulations

Simulations were continuously monitored using vector and scalar (and streamline) vi-
sualization fields to identify and correct instabilities as early as possible. Insights from
these fields were helped maintaining numerical stability and diagnosing the regions
and mechanisms responsible for simulation divergence. The following set of diagnos-
tics was used:

e Velocity Spikes: Local velocity magnitudes were tracked at interfaces and outlet
boundaries to detect nonphysical spikes.

e Mass and Energy Balances: Global mass and energy were monitored to identify
any imbalances or sharp deviations.

e Flow Regime Evolution: For the refined and boiling models, flow regime devel-
opment was monitored to confirm annular behavior; interfacial force coefficients
were tuned accordingly.

e Void Fraction Conservation: Void fraction fields were used to detect early signs
of instability such as pressure surges or thermal runaway. An example of one
of the used void fraction conservation techniques includes computing the vol-
ume-averaged value (a(t) = /V a(V,t)dV) and verifying that a(t) remained
equal to the prescribed initial void fraction @y (within numerical tolerance)
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e Phase Momentum and Energy Stability: Residuals of phase momentum and
total energy equations were recorded per iteration to assess numerical stability.

e Additional Diagnostics: Case-specific tools such as cross-sectional field analysis,
pressure profile evolution, and wall heat flux trends were used to gain deeper

insight into local instabilities and transient behaviors.

||

Figure 2.10: Example of instability caused by singularity



Results & Discussion

3.1 Baseline Model

The main objective of the baseline model was to accurately reproduce the velocity and
void fraction profiles from Kocamustafaogullari’s paper, while simultaneously gain-
ing familiarity with CFD tools, specifically STAR-CCM+ [B7]. This involved ensur-
ing numerical stability and correct model setup, including the proper specification of
boundary and initial conditions for both phases, as well as tuning turbulence-related
parameters such as turbulent velocity scale, viscosity ratio, and turbulence intensity.

3.1.1 Foundational Work

Overall, the baseline model demonstrated good numerical stability across the velocity
range investigated. Although minor velocity spikes occasionally appeared near wall
regions, they generally dissipated without triggering divergence, highlighting the ro-
bustness of the initial setup. While these results may not yield insights from a fluid-
dynamic perspective, they served a critical role in validating the modeling framework
and simulation practices. These foundational settings not only ensured stable behav-
ior but also provided a flexible simulation environment, enabling the rapid integration
and assessment of more advanced physical sub-models in later stages.

3.1.2 Liquid Velocity and Void Fraction Profile Validation

After the model proved to be stable over a wide range of input (superficial) veloci-
ties and void fractions, specific input and geometric parameters were used to mimic
Kocamustafaogullari et al. experimental data [87]. As said before, results were also
compared to the numerical results of Ekambara et al. [I5]. It is again important to note
that this experimental setup was a horizontal small (@ 50.26 mm) channel.

The numerical results from the baseline model are compared against the experimental

data in [Figure 3.1 and [Figure 3.2. Simulations were carried out under four operating

conditions, each defined by a superficial gas velocity (jq), superficial liquid velocity

54
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(jf), and resulting void fraction (a). The corresponding parameter sets for each case

are:

Case A: jo =1.34, jr =4.98, a =0.204,
Case B: j, = 0.80, jr =4.98, a =0.139,
Case C: jo = 0.49, jr =5.09, a =0.080,
Case D: j, =0.24, jf =5.10, a = 0.043.

All the experimental and numerical values (+ profiles) mentioned in
- can be found in respectively Kocamustafaogullari’s and Ekambara’s
papers [87] [15].

3.1.2.1 Radial Void-Fraction Results

Across cases A-D, the best turbulent-dispersion coefficients were found to be Crp =
0.80 for A, B and D, and Crp = 0.85 for C. They all fall in the recommended range
of 0.1-1.0 proposed by Lopez [b1]]. The most important observations were and can be

seen on Figare 3.1;

All cases showed good agreement between the experimental data and obtained
results.

Slight deviations between the experimental data and obtained results was ob-
served near the bottom of the pipe (-1.00 — -0.25 z/R).

Excellent good agreement was found in the upper region of the pipe. This indi-
cates that the interfacial forces are modeled correctly for this setup.

For the low void fraction (a) simulations (Case C & D), there is a slight shift of
the obtained result to the right in comparison with the experimental data.

The average relative deviation for each case were: 5.69%, 4.44%, 6.80%, 10.97%
(Fig d).

The absolute relative deviation is the highest at the top of the pipe.

3.1.2.2 Liquid Radial Velocity Results

For all cases, the simulation reproduces similar radial velocity profiles but with differ-
ent magnitudes. The most notable findings were and can be found on [Figure 3.2:

The shape of the profile and magnitude corresponds well with experimental data
for cases A & B.

Cases C & D showed larger deviation in profile shape between the top + bottom
and center, but the maximum magnitude was in good agreement.

The average relative deviation for each case were: 3.52%, 3.18%, 6.38%, 4.40%
(Fig d).

The absolute relative deviation is the lowest at the center of the pipe.
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3.1.2.3 Two-Dimensional Profile Comparison

The obtained 2D-profiles for cases B, C & D were compared against Ekambara’s nu-
merical datall and Kocamustafaogullari’s experimental data. The peak values are sum-
marized in and the 2D void-fraction and velocities profiles can be found in
Figure 3.3 and [Figure 3.4.

Table 3.1: Comparison of peak void fraction and peak liquid velocity

Case Peak void fraction Peak liquid velocity [m/s]

Ours Ekambara Koca. (exp.) Ours Ekambara Koca. (exp.)

B 0.411 0.583 0.445 7.03 7.029 7.148
C 0.236 0.334 0.246 6.50 5.963 6.452
D 0.148 0.192 0.142 6.24 5.747 6.383

The velocity and void fraction profiles, along with their respective peak values, confirm
the validity of the selected set of interfacial force models as defined in Fection 2.1.2.
In particular the lateral forces (lift, turbulent dispersion, and wall lubrication) were
confirmed to be well-suited for the present setup. The strong agreement observed in
the upper region of the pipe further supports this conclusion.

An important discussion point is the slight shift of the radial void-fraction profile to
the right for the low void-fraction simulations. This shift can likely be attributed to a
combination of physical and numerical effects [94]. Since the lift force model (Sugrue)
is independent of the void fraction, and the turbulent dispersion force depends on the
gradient of the continuous phase volume fraction (which should stabilize and sym-
metrize the distribution even more), the most plausible explanation lies with the wall
lubrication force. The adopted model (Antal et al.) is linearly dependent on the void
fraction. Therefore a lower void fraction results in a weaker wall lubrication effect that
implies a reduction in lateral migration away from the surface, and thus a rightward
shift of the bubble concentration profile.

The deviations noted in the velocity profiles for cases C & D are likely attributable to
the poor quality or unrealistic nature of the experimental reference data. However, the
discrepancy observed in Case A (both for the velocity and void fraction profile) is less
easily explained by experimental uncertainty. It is linked to the choice of turbulence
model, the standard k-e model. To investigate this further, additional simulations us-
ing the k-w turbulence model, which typically performs better in flows with strong
separation, are recommended.

! No numerical data was provided by Ekambara for case A
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58

3. Results & Discussion

7.5 701
7.0 6.5
S 6.5 > 6.0
E H
260 255
=
: b
= ! =y
= 55 1 = "
® Experiment Data \ 5.0 ® Experiment Data
=== Experiment Polynomial (6) 1 —-—- Experiment Polynomial (6)
5.09 —&— simulation Data \ 4.5 —&— Simulation Data
=== Simulation Polynomial (6) ° —=—- Simulation Polynomial (6)
T T T T T T T T T T T T T T T T T T
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00 -1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 100
Normalized Radial Position (z/R) Normalized Vertical Position (z/R)
(a) Case A (b) Case B
6.5
6.5 1
6.0
2 6.0 g
£ E s
8 5.5 S
g g 5.0
b=l z
g g
5 5.0 - A S 45 -
® Experiment Data \ ® Experiment Data
—=—- Experiment Polynomial (6) ‘| —=-- Experiment Polynomial (6)
4.5 4 —&— Simulation Data ‘l 4.0 4 —&— Simulation Data
=== Simulation Palynomial (6) » ===~ Simulation Polynomial {6)
71?00 70?75 7(]?50 7(]?25 0.60 0.‘25 0.‘50 0.‘75 1.60 71:0(] 7(]:75 7(]:5(] 70:25 0.(‘)0 0.‘25 0.‘50 0.115 l.bO
Normalized Vertical Position (z/R) Normalized Vertical Position (z/R)
(c) Case C (d) Case D
161~ CaseA
—a— Case B
—a— Case C
14 5 Case D
g
o 12 4
o
c
4]
o 10 4
£
]
g
= 81
)
[}
= -
L 64
=
[=]
&
< 47
24 S g -
i W
0 E
T T T T T T T
-0.75 —-0.50 -0.25 0.00 0.25 0.50 0.75

Normalized Vertical Position (z/R)

(e) Absolute relative deviation from experimental data

Figure 3.2: Liquid radial velocity profiles and absolute relative deviations for Cases A-D.



3.1. Baseline Model

59

Volume Fraction of Air
1 0.285 0.539

003
12
v

(a) Case A

Volume Fraction of Air

434 0.238

-

X

(c) Case C
Figure 3.3: 2D void-fraction profiles for Cases A-D

0.01
+Z
xly

e .

Volume Fraction of Air

0.212 o4n

21

(b) Case B

Volume Fraction of Air

0.00129 0.0745 0.148

(d) Case D



60 3. Results & Discussion

Velocity of quuu:l Magnltude {mis) Velocity of quwd Magnltude (mis)
7.79 7.03

(a) Case A (b) Case B
Velocity of Liquid: Magnitude (mis) Velocity of Liquid: Magnitude (m/s)
o 3.26 6.53 o 312 6.24

(c) Case C (d) Case D
Figure 3.4: 2D velocity profiles for Cases A-D



3.1. Baseline Model 61

3.1.2.4 Common Results

As demonstrated across the various test cases, the optimal turbulent dispersion coef-
ficient Crp remained relatively consistent and generally fell within the 0.1-1.0 range
recommended by Lépez et al. [b1]. This results suggests that a constant value for Crp
yields reliable results across a moderately wide range of input velocities. Although
more accurate formulations could involve making Crp dependent on local flow pa-
rameters, no significant improvement is believed to be made by incorporating this.

A more critical observation was the sensitivity of the simulation to the chosen Crp
value: excessively high values, especially when combined with suboptimal unsteady
solver time-steps, led to mass conservation errors and nonphysical flow patterns. Con-
versely, overly low values resulted in inflated void fractions, over-mixed phases, and
unrealistic interface distributions. illustrates the consequences of an under-
estimated turbulent dispersion coefficient.

Figure 3.5: The influence of Ctp on the void fraction distribution (top view), from low Crp (0.2) to
extremely high Crp (1.5).

Another notable finding is that the optimal turbulent dispersion coefficient identified
in this study deviates from the value used by Ekambara et al. (Crp = 0.5). While var-
ious unknowns exist regarding model inputs and boundary or initial conditions, and
although Ekambara slightly underpredicts the peak velocities observed in their own
experiments, the interfacial force models employed are largely similar. The primary
difference lies in the neglect of the virtual mass force in Ekambara’s setup.

This suggests that the virtual mass force may contribute slightly to the observed peak
values in void fraction and velocity. However, the overall distributions remain compa-
rable, implying that virtual mass effects are not dominant in shaping the general flow
profile. Still, the deviation in Crp values might indicate that neglecting the virtual
mass force indirectly impacts peak velocities and void fractions, as a higher turbulent
dispersion coefficient may be needed to compensate for the virtual mass momentum
exchange.

For all cases the validation criteria defined in held true, an example of
the mass-conservation errors for the gas and liquid phases is shown in and
Figure 3.7. The two curves exhibit complementary behavior: the air-phase error is
negative (starting around —0.02 g, dipping to roughly —0.04 g near iteration 200, then
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recovering to about —0.01 g), whereas the liquid-phase error is positive (rising from
10 g up to 35 g by iteration 800, then settling near 5 g ~ 0.035%). Both errors diminish
and fluctuate within tight bands after convergence, confirming that mass is conserved
globally. The broad envelope in the early iterations is simply a consequence of the
fully unsteady approach (each time step alternately over- and under-shoots mass in
the unsteady approach) and when thousands of points are plotted in a compressed
view, they form a wide “filled” band rather than a single line.

Mass Conservation Error Air Monitor Plot

2000 2500 3000 3500 4000

Figure 3.6: Mass-conservation error for the air phase.

Mass Conservation Error Lig Monitor Plot

3500 4000

Figure 3.7: Mass-conservation error for the liquid phase.

In summary, the present baseline model reproduces both void-fraction distributions
and velocity profiles with high accuracy to experimental and numerical benchmarks.
The agreement in peak velocity and the realistic phase distribution indicate that the
model also captures the essential hydrodynamic behavior. Consequently, this vali-
dated setup provides a reliable baseline for future studies.

3.1.2.5 Mesh Sensitivity Analysis

A mesh sensitivity analysis was performed on case B (which has the best agreement
to experimental data for both velocity and void-fractions radial and 2D-profiles. The
meshing strategies compared have already been described in and will not
be repeated here.

The most significant differences were observed in the radial profiles. While the 2D-
profiles plots exhibited similar shapes (and are therefore not shown), the radial profiles
revealed notable deviations in magnitude. As shown in Figure 3.84, the quadrilateral
mesh struggled to accurately predict the void fraction near the pipe wall, whereas the
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Figure 3.8: Influence of mesh strategy on radial profiles for Case B.

butterfly mesh showed much better agreement with experimental data. In contrast,
the differences in the liquid velocity radial profiles were less pronounced, as seen in
Figure 358

This discrepancy highlights the critical role of mesh topology in resolving near-wall
interfacial dynamics. Since the liquid phase is less sensitive to interfacial forces, the
velocity field remains relatively unaffected, unlike the void fraction distribution. Even
in small-diameter channels, accurate modeling of wall-bounded phenomena requires
not only advanced interfacial force models but also mesh structures that retain suf-
ficient geometric resolution. In particular, the observed deviations are likely due to
how the Sugrue lift model responds in under-resolved boundary layers: in coarsely
meshed near-wall regions, Wobble numbers are overestimated due to elevated turbu-
lence, which in turn amplifies the lift force. This overprediction inflates the void frac-
tion near the wall, a trend clearly visible in the quadrilateral mesh results.
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3.2 Refined Model

Using this model, we aimed to reproduce the experiment performed by Triplett et al.
[B], with the objective of predicting pressure drops, liquid films and capturing specific
characteristic flow patterns (annular), while maintaining computational robustness.

3.2.1 Meshing Strategy Choice

As outlined in Fection 2.2.7], two meshing strategies were evaluated for the mixing-pipe
simulations: a full (split) geometry and a simplified one. It was quickly observed that
the primary challenge in using the full geometry was maintaining numerical stability.
Significant velocity spikes emerged near the liquid-air interface and at the outlet re-

gion. and illustrate the difference between stable and unstable

velocity fields in these regions.

R Velocity of Air (mis) . R Velocity uf.Air(mx's) _
() Stable velocity near interface (b) Instability near interface

Figure 3.9: Comparison of stable vs unstable velocity near the liquid—air interface.
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(a) Stable velocity near outlet (b) Instability near outlet

Figure 3.10: Comparison of stable vs unstable velocity near the outlet region.

Although some of these instabilities were mitigated by refining the mesh and carefully
tuning boundary and initial conditions they were still present (just in a lower magni-
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tude), the presence of sharp spatial gradients (especially near geometric edges) con-
tinued to cause divergence issues. These became particularly pronounced when the
Lubchenko wall lubrication model was activated.

Consequently, the decision was made to conduct the simulations using the simplified
geometry. However, as discussed in Section 2.2.371], a correction correlation (W) had
to be developed to account for the geometric simplifications and maintain physical

accuracy.

3.2.2 Predictive Performance of the Correction Factor W

Before simulating the pressure drops for the Triplett experiment, it was necessary to
determine the appropriate initial void fractions for the simulations (&; corrected) Since
the simplified mesh approach was adopted. The first step involved computing the
theoretical surface-averaged void fraction based on the known interfacial velocities,
using the formulation in [Equation 2.1,

Next, the correction factor (W) was calculated using Equation 2.15. Finally, this value
was used to back-calculate the initial void fraction to be set in the simulation domain by
applying the inverse transformation in Equation 2.14. This ensured that the simulated
void fraction fields would be more consistent with the experimentally observed bulk
values.

To demonstrate the predictive performance of the correction factor, the approach was
applied to a dataset that was not used during the derivation of the correlation. Specif-
ically, the test was performed on the void fraction data corresponding to a fixed liquid
superficial velocity of j; = 3.021 m/s (taken from Figure 1 of the work by Triplett et
al.) [P3].

gives an overview of the boundary superficial velocities, calculated param-
eters using the correction factor approach, the simulation void fraction result, the ex-
perimental void fraction results and the effective simulation correction factor iteratively
obtained.

Table 3.2: Overview of the predictive performance of the correlation factor V.

Ue Ug Ude Qth v Qcorr dsim Qexp Qcorr,eff

0.4119 3.021 0.1363 0.1196 6.17 0.738 0.120 0.1252 =~ 0.65
1.9700 3.021 0.6521 0.2319 1.73 0.401 0.178 0.3546 =~ 0.60
9.6900 3.021 3.2075 0.4550 1.00 0455 046 0.6060 =0.50

As shown in [[able 3.2, the general trend is an underprediction of the experimental
surface-averaged void fraction aexp. This underprediction is relatively mild when the
theoretical void fraction ay, is close to the experimental value (as seen in the first row)
indicating that the correction factor W performs well when applied to a reasonable
theoretical starting point.

However, in the second and third rows, ay, significantly underestimates aexp, resulting
in also a bad value for agsim. This suggests that the primary source of error is not the
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correction factor itself, but rather the initial theoretical estimate. When a4, is too low,
even a well-calibrated correction factor may not fully compensate, leading to persistent
underprediction in the final simulation value aim.

It is however important to emphasize that these underpredictions are not unexpected.
The correction equations used in this work were derived from a limited and somewhat
noisy dataset, relying on simple empirical curve fitting for a very complex problem
(void fraction distribution). While the correction factor offers a practical and computa-
tionally inexpensive method to approximate void fraction initialization, it is ultimately
a cheap solution.

For improved robustness and accuracy across the entire operational range, future work
could consider developing a more physics-informed correlation (incorporating chan-
nel geometry, bubbly dynamics coefficients number,...). Alternatively, machine learn-
ing regression on high-fidelity datasets or analytical closure models based on interfa-
cial momentum balance may also provide enhanced predictive capabilities.

3.2.3 Pressure Drops

After the correction factor was shown to reliably (enough) predict the initial void frac-
tion conditions for the numerical simulations, this methodology was adapted to the
pressure drop simulations, since no void fraction data was available for these specific
velocity cases.

In this study, the pressure drop was evaluated for three distinct continuous-phase
superficial velocities: case A (j. = 0.156 m/s), case B (j. = 0.515 m/s), and case C
(je = 3.018 m/s). These values were not chosen arbitrarily. Rather, they were selected
to span a representative range of velocity ratios (j;/j.), where case A typically features
ratios greater than 1, case B hovers around 1, and case C presents ratios well below 1.
This approach ensures that the model is tested across a broad input space, reducing the
risk of overfitting to a narrow operational regime. For every continuous-phase veloc-

ity, simulations were performed over a set of 8-10 different dispersed-phase superficial

velocities (jz), capturing a wide range of two-phase flow conditions. [Figure 3.11] - Fig]

visualize the pressure drop in function of the superficial gas velocity.
3.2.3.1 Case A: High Velocity Ratio

Table 3.3: Experimental data, theoretical calculated parameters and simulation results for case A.

Exp Nr. Ug Ue Oth v Qin APsim (kPa)  APeyp, (kPa)
1 0.041 0.156 0.1579 3.6200 0.5716 0.473 0.603
2 0.165 0.156 0.2846 1.0000 0.2846 0.810 1.130
3 0.515 0.156 0.4606 1.0000 0.4606 2.236 1.849
4 0917 0.156 0.5879 1.0000 0.5879 3.200 2.191
5 1.430 0.156 0.7094 1.0000 0.7094 3.623 2.385
6 2.679 0.156 0.9252 1.0000 0.9252 4.259 2.467
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Figure 3.11: Simulated vs. experimental pressure drop results for case A (j. = 0.156 m/s).

3.2.3.2 Case B: Normal Velocity Ratio

Table 3.4: Experimental data, theoretical parameters, and simulation results for Case B

Exp Nr. Ug Ue Oth v Qin APsim (kPa)  APexp, (kPa)
1 0.04304 0.515 0.0973 9.1887 0.8937 0.333 2.118
2 0.12365 0.515 0.1520 3.8962 0.5921 0.650 2.874
3 0.42245 0515 0.2556 1.4350 0.3667 0.944 3.707
4 0.82384 0.515 0.3390 1.0000 0.3390 1.210 4.863
5 1.40803 0.515 0.4253 1.0000 0.4253 1.745 6.944
6 3.01430 0.515 0.5868 1.0000 0.5868 6.280 6.827
7 5.35470 0.515 0.7483 1.0000 0.7483 8.225 10.433

—&— Experimental Data
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Pressure Drop, AP (kPa)
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Figure 3.12: Simulated vs. experimental pressure drop results for case B (jo = 0.515 m/s).
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3.2.3.3 Case C: Low Velocity Ratio

Table 3.5: Experimental data, theoretical parameters, and simulation results for Case C.

Exp Nr. Ug U Oth v Qin APsim (kPa)  APexp, (kPa)
1 0.264 3.018 0.0992 8.8540 0.8779 4.536 26.07
2 0.395 3.018 0.1176 6.3808 0.7502 8.600 29.86
3 0.858 3.018 0.1632 3.3961 0.5544 13.222 36.60
4 1.220 3.018 0.1895 2.5509 0.4833 17.569 4411
5 2.010 3.018 0.2340 1.6998 0.3978 26.765 54.07
6 3.010 3.018 0.2776 1.2241 0.3398 48.172 58.85

—8— Experimental Data
—m— Simulation Data

101 H

Pressure Drop, AP (kPa)

T T
1071 100
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Figure 3.13: Simulated vs. experimental pressure drop results for case C (j. = 3.018 m/s).

3.2.3.4 Discussion of the Pressure Drop Results

The pressure drop results for all three velocity ratio cases are compared against ex-

perimental data in [Figure 3.17], Figure 3.12, and [Figure 3.13. While the overall trends

are captured, the simulation exhibits varying degrees of agreement across the velocity

ratio spectrum. Among the three cases, case A (high velocity ratio) shows the closest
match with experimental measurements, as evidenced by both the shape and magni-
tude of the pressure drop curve. In contrast, case B (moderate velocity ratio) and case
C (low velocity ratio) present notable discrepancies in magnitude. Nevertheless, the
general shape of the simulation curves for cases B and C aligns decently with experi-
mental trends. To further validate the applicability of the pressure drop simulations,
it is observed that lower void fractions are generally associated with higher pressure
drops. This behavior is primarily attributed to increased frictional losses under liquid-
dominant conditions and aligns with established scaling relations commonly reported

in transitional flow regimes [J5].
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To try to understand the model’s predictive (in)accuracy, the superficial velocity ra-
tio (j4/jc) was compared against the corresponding relative pressure drop error. The

following key observations were made:

e For low velocity ratios (ji/jc < 1), the relative error is large and negative, indicat-
ing that the simulation significantly underpredicts the pressure drop compared
to experimental data.

e In the mid-range region (1 < j;/j. < 5), the simulation begins to align more
closely with experimental trends. This suggests a transition regime where the
model performs better.

e Athigher velocity ratios (j;/j. > 5), the predicted pressure drop agrees well with

experimental values.

From this can be concluded that the model performs better in regimes where gas (later
vapor) clearly dominates, and struggles in transitional or liquid-dominant regimes
where interfacial dynamics and turbulence effects become more complex to capture.
This limitation is acceptable in the context of this work, as the primary focus lies on an-
nular flow regimes, which typically develop under conditions of high velocity ratios.

To better understand the model’s better predictive performance at high velocity ratios
and its reduced accuracy in lower velocity regimes, further analysis was carried out
as presented in Bection 3.2.4. This evaluation clarifies that the model performs well
in predicting pressure drop in high velocity ratio scenarios primarily because it ac-
curately captures the annular flow regime along with a reasonable prediction of the
liquid film, as shown in Fection 3.2.5. These features are typically dominant in high
velocity ratio conditions. In contrast, lower velocity ratios often correspond to more
complex and transitional flow regimes such as bubbly and slug flow. As illustrated in

Figure 3.155 and [Figure 3.16H, the model demonstrates clear difficulties in representing

these regimes, which helps explain its reduced accuracy in pressure drop prediction
under low velocity ratio conditions [96].

It is also worth emphasizing that simulation convergence was particularly challenging
at both extremes of the velocity spectrum. These numerical instabilities are not at-
tributed to deficiencies in the physical modeling itself (such as drag, lift, or wall lubri-
cation forces), but rather to the extreme void fractions and velocity gradients involved.
These conditions push the limits of numerical solvers and can lead to divergence or
spurious oscillations in pressure and velocity fields.

Lastly (and perhaps most importantly) it must be reiterated that the void fraction plays
a major role in accurately predicting the pressure drop. A key limitation of the current
model (for this setup) lies in the simplifications used to estimate the initial void frac-
tion distribution (correction factor W). While this method performs reasonably well at
high superficial velocity ratios, it significantly underpredicts the initial void fraction
in medium and low velocity regimes (as discussed in Fection 3.2.7). This discrep-
ancy is one of the dominant sources of deviation between the simulated and experi-
mental pressure drops. Therefore, improving the initial void fraction modeling, could
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markedly enhance the predictive capability of the model (for this setup) across the full
velocity spectrum.

3.2.4 Flow Regime Testing

During the simulation campaign aimed at collecting the necessary data to develop the
correction factor (W), several distinct flow regimes were observed under varying inlet
conditions. Four flow regimes (bubbly, slug, wavy-annular, and annular) were cap-
tured and are discussed below. For each case, experimental images taken from the
work of Triplett et al. are presented above corresponding simulation results (for simi-
lar inlet superficial velocities) [B].

While the primary focus of this model was not to accurately capture flow regimes,
the results nonetheless demonstrate that volume-averaged models, when appropri-
ately optimized for specific regimes, have the potential to predict them with reasonable
accuracy even within a simplified Eulerian-Eulerian formulation.

All simulation images presented in this section use a consistent void fraction color scale
(unless specified ), ranging from 0 (dark blue, pure liquid) to 1 (dark red, pure gas),
to ensure visual comparability across different flow regimes:

Volume Fraction of Vapor
<05 0.75

5

Figure 3.14: Void fraction color scale used for all visualized flow regime results.

3.2.4.1 Bubbly Flow

The bubbly regime proved challenging to reproduce at low gas and liquid flow rates,
with simulations showing limited agreement with experimental images from Triplett.
In particular, the model struggled to accurately capture the bubble size and distribu-
tion. This limitation is well known for Eulerian—Eulerian frameworks, which often
perform poorly in bubbly flows, especially in horizontal configurations, due to the lim-
itations of volume-averaging techniques [P0].

Accurately modeling dispersed bubbly structures typically requires interface-resolving
methods, rather than averaged approaches [97]. Fundamentally, bubbly flows are
highly sensitive to turbulent dispersion forces and require carefully tuned closure mod-
els. Standard models like Burns et al. tend to underperform in these regimes. Ater-
native formulations such as those proposed by Lavieville are often recommended for

improved accuracy [A§].

3.2.4.2 Slug Flow

Particularly for the slug flow regime, the drag coefficient model proposed by Kendoush
was tested for some cases in place of Tomiyama’s drag coefficient. This substitution
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(a) Experimental image of bubbly flow.

(b) Simulated bubbly flow.
Figure 3.15: Comparison of experimental and simulated bubbly flow.

was motivated by the Kendoush model’s specific applicability to elongated gas slugs
in narrow channels, where interfacial curvature, confinement effects, and inertial drag
become significant [p4].

The simulation successfully reproduced the overall shape of a Taylor bubble, showing a
rounded gas core separated by liquid slugs, consistent with experimental observations
from Triplett (Figure 3.16). While the agreement is qualitatively decent, key features
are still missing, most notably being that the liquid film is not well resolved. Addition-
ally, no numerical convergence was achieved for this case, which limits the reliability of
the result. Nonetheless, the case highlights the potential of tailored interfacial models
like Kendoush’s for capturing slug flow morphology, though further improvements in
wall film modeling and solver stability are needed.

(a) Experimental image of Taylor (slug) flow.

(b) Simulated slug flow.

Figure 3.16: Comparison of experimental and simulated slug (Taylor) flow.
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3.2.4.3 Wavy-Annular Flow

Wavy-annular flow represents one of the transitional regimes, which are notoriously
difficult to capture using Eulerian frameworks. Even the classification of such regimes
remains a significant modeling challenge. [34]. This limitation is evident in [Figure 3.17,
where some qualitative similarities with the experimental image are present, but the
flow on the left side lacks a clearly developed structure. This suggests that the agree-
ment observed may be largely coincidental rather than the result of accurate physical
modeling. It is also important to note that the void fraction on was capped
at a maximum value of 0.4, which may visually suppress regions of higher gas concen-
tration and affect the perceived structure of the flow.

(a) Experimental image of wavy-annular flow.

(b) Simulated wavy-annular flow.

Figure 3.17: Comparison of experimental and simulated wavy-annular flow.

3.2.4.4 Annular Flow

Annular flow was reproduced with the highest accuracy across a wide range of inlet
velocities within the expected annular regime. This is to be expected, as the interfa-
cial models were specifically selected and tuned to replicate annular flow behavior in
microchannel geometries.

In the visual comparison (Figure 3.T§, the simulated gas core appears slightly wider
than in the experimental image from Triplett et al., or equivalently, the liquid film ap-
pears somewhat thinner. This discrepancy is likely influenced by the relatively low lift
coefficient used in the simulations (C; = —0.02), which, in combination with the high
gas interfacial velocities (j; > 25m/s), may reduce the lateral migration of bubbles
toward the center, thereby narrowing the predicted liquid film.

The accuracy of the simulated liquid film thickness is further analyzed in Fection 3.2.5,
where it is compared against both experimental datasets and theoretical models. Over-
all, the annular regime remains a strong validation case for the model’s robustness in
resolving phase-separated, high void fraction flow structures in microchannel environ-

ments.
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(a) Experimental image of annular flow (Triplett).

(b) Simulated annular flow with gas core and thin peripheral liquid film.

Figure 3.18: Comparison of experimental and simulated annular flow.

3.2.5 Liquid Film Comparison

In annular flow regimes, the liquid film thickness along the channel wall plays a critical
role in determining heat and mass transfer performance. Accurately capturing this
film is essential for reliable CFD predictions in microscale two-phase flows. In this
section, the simulated film thicknesses are compared with experimental data inferred
from Triplett’s flow visualizations, a theoretical correlation proposed by Fukano and
Kariyasaki, and the results of the simulations [P§].

The empirical correlation used is given by:

%’" = 0.082 exp {—0.0594 Re{*' x*1? Fr?} (3.1)
where 6, is the mean liquid film thickness and D is the hydraulic diameter.
summarizes the superficial velocities and resulting film thicknesses for the
theoretical prediction and simulation output:

Table 3.6: Comparison of theoretical, and simulated liquid film thicknesses in pm.

Case Nr. ji[m/s] jc[m/s] Outheor  Opsim

1 0.2 5 69.6 107.226

2 0.3 7.5 64.99 60.43

3 0.4 10 61.44 46.21

4 0.5 14 57.53 32.6

5 0.6 18 54.02 -
visualizes the corresponding simulation snapshots of the liquid film for
each case to support the comparison:
presents the predicted liquid film thicknesses from the simulations and ex-

perimental data (Triplett), plotted against the theoretical model proposed by Fukano.
The log-log plot includes +25% deviation bounds around the theoretical curve to il-
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Figure 3.19: Comparison of predicted liquid film thickness for the simulation and the experimental data.

lustrate the model’s expected accuracy range.

The tested simulation cases generally fall within or near these bounds, indicating rea-
sonable agreement with the theoretical prediction. At lower flow conditions (case 1),
the simulation tends to overpredict the film thickness, while at higher conditions (case
4), it underpredicts the film. For case 5, the film thickness could not be reliably ex-
tracted due to numerical instabilities. Despite these deviations, a clear “sweet spot” is
observed at intermediate conditions (notably case 2), where simulation, theory, and
experimental data align closely.

This comparison highlights that while volume-averaged Eulerian models may struggle
to capture fine near-wall film dynamics in extreme regimes, they can still predict annu-
lar film thickness with reasonable accuracy when appropriately calibrated for specific
operating conditions. Further improvements may be achieved through local mesh re-
finement and the application of regime-specific interfacial closure models.
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(a) Case 1: Highly chaotic and unstable liquid film formation.

(b) Case 2: Well-developed and stable liquid film around the wall.

p— R

(d) Case 4: Gradual disappearance of the liquid film, indicating instability.

(e) Case 5: Complete disappearance of the wall-adjacent liquid film.

Figure 3.20: Visualization of simulated liquid film behavior across five representative cases, highlighting
transitions from stable to unstable regimes and eventual film depletion.
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3.3 Boiling Model

The primary objective of the boiling model was to extend the interfacial closure frame-
work developed for the adiabatic cases to capture key phase-change phenomena. Specif-
ically, it aimed to predict pressure drop behavior, annular flow dynamics, liquid film
evolution, and wall superheat under boiling conditions. These phenomena were an-
alyzed to gain deeper insight into the underlying mechanisms. The simulation re-
sults were subsequently validated against the experimental data reported by Sumith et

al. [B].

3.3.1 Pressure Drop

The most critical parameter for validating the boiling model is, without a doubt, the
pressure drop, as emphasized multiple times throughout this thesis. To assess the
accuracy of the developed model, the numerical results were compared against the ex-
perimental data from Sumith etal. [§]. A visual comparison is presented in [Figure 3.21],
illustrating the agreement between simulation and experiment.

110
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Figure 3.21: Absolute pressure comparison along the microchannel between experimental and simula-
tion

The model accurately reproduced the expected pressure drop profile, maintaining an
average relative error of 0.93%. No datapoints were collected in the unheated region
due to time constraints during data acquisition. Additionally, the development of an-
nular flow and the formation of a liquid film along the wall were clearly visible in the
simulated void fraction cross-sections, as illustrated on [Figure 3.22.

The deviation observed in the second part of the heated section (> 50 mm) can be ex-
plained using and by considering the dominant heat transfer mechanism in
this region. Specifically, heat is primarily removed through forced convective vapor-
ization of a thin annular liquid film, which develops due to the annular flow [99]. As
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discussed before in Fection 3.2.5, the model is capable of predicting and sustaining lig-
uid films with reasonable accuracy. However, its predictive capacity is limited across
a broader range of operating conditions. So, when the simulated liquid film is thinner
(or absent) in a given region, the local heat transfer coefficient is reduced. This leads to
lower vapor generation rates, fewer bubbles, and increased liquid friction, ultimately
resulting in higher frictional pressure losses. This cascade effect helps explain the slight
overprediction of the pressure drop observed in this part of the domain. Conversely,
toward the other end of the heated section, the model appears to slightly overpredict
the liquid film thickness, leading to excessive vapor production, reduced friction, and
thus an underprediction of the pressure drop compared to the experimental data.

Liquid Film  No Film Too Thin Film

Liquid Film  No Film Too Thin Film

Figure 3.22: Liquid film thickness along the microchannel at Q = 151kW/m?

Identifying the exact cause of the overly thick or thin liquid film based solely on the
available data is not feasible. It is likely the result of a complex interplay between the
self-sustaining boiling coefficients and the interfacial forces. Given that the MITB wall
boiling model has been validated across a wide range of operating conditions, it is
more probable that one of the lateral interfacial forces is responsible. Notably, the wall
lubrication force, which is often crucial in stabilizing the near wall liquid distribution,
was not included due to numerical instabilities. As a result, the precise cause remains
uncertain as a lack of an accurate prediction model for the liquid film thickness remains
(7.

This same logic can also be used to explain the slight deviation in the wall temperature
profile. While the relative average error remains below 0.68%, the simulated wall tem-
peratures are slightly higher than the experimental values, especially in the first part
of the heated pipe. The delayed development of the liquid film in the early part of the
channel, which limits heat transfer from the wall to the fluid. As a result, less energy
is used for phase change, and more is retained as sensible heat in the wall, increasing
the local wall temperature.

When comparing the present results to other CFD studies employing similar mass flux
(G) and heat flux (Q) conditions, good agreement is observed. The trends and mag-
nitudes are consistent with those reported in the literature, such as the work by Héhne

et al. [L00].
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Figure 3.23: Absolute temperature comparison along the microchannel between experimental and sim-
ulation

3.3.2 Wall Superheat Behavior

To further validate and assess the predictive capability of the boiling model, as well as
to identify areas for improvement, the wall superheat was analyzed for two mass flux
conditions (G = 71 kg/m?s and G = 106.5 kg/m?s) under various applied heat fluxes
to investigate liquid film stability and detect possible transitions in the dominant flow
regimes. Additionally, the wall superheat difference (AT.x — ATyin) was studied at
G = 106.5 kg/m?s.

3.3.2.1 Wall Temperature and Heat Flux Response

Prior to analyzing the wall superheat, a baseline validation was performed by com-
paring the simulated average wall temperatures with experimental results reported by
Sumith et al. [H], across four distinct heat flux conditions at G = 106.5 kg/m?s. The
comparison is summarized in [[able 3.7. Good agreement was found, confirming that
the model correctly resolves the wall heat transfer response under boiling conditions.

Table 3.7: Comparison of imposed heat fluxes and wall temperature response at G = 106.5 kg/m?s.

Heat Flux [kW/m?] Wall Temperature Exp [°C] Wall Temperature Simu [°C]

36 101.82 + 0.83 102.84 £ 0.25
101 105.87 + 0.60 107.17 £ 0.14
209 110.77 £ 1.25 1109 £3.2

589 13220+ 7.5 126.8 £ 5.6
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3.3.2.2 Wall Superheating Trends

Following this validation, the evolution of the wall superheat with increasing heat flux
was investigated. In the experimental data, two ”turning” points (1 & 2) are observed
for both the mass fluxes. These points correspond to transition zones for flow (2) and
heat transfer (1) regimes [§]. In the transition zone for flow regime, the regime changes
from nucleate boiling to an annular flow. In the transition zone for heat transfer the
dominant heat transfer mechanism shifts from only thin liquid film evaporation to par-
tial thin liquid film evaporation and partially wall dry-out.

describes these turning points together with additional points (A & B) cor-
responding to different simulations void fraction profiles (see Figure 3.25) to demon-
strate the change in heat transfer mechanism that was observed in different simulations
to confirm the transition zones.

10° 10°
—e— Experimental Data —e— Experiment Data
—&— Simulation Data —&— Model Data

[l Turning Points [l Tumning Points
Void Fraction Profiles

10?4 102

Heat Flux (kw/m?)
Heat Flux (kW/m?)
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10° 10t 10 10!
Wall Superheat (K) ‘Wall Superheat (K)

(a) Wall superheat at G = 71.0 kg/m?s. (b) Wall superheat at G = 106.5 kg/m?s.

Figure 3.24: Wall superheat under varying heat fluxes for different mass fluxes together with the pool
boiling correlation and crusical points A & B.

(a) Point B: Thin liquid film evaporation

(b) Point A: Thin liquid film evaporation and partial wall dry-out

Figure 3.25: Differences is dominant heat transfer mechanism

Although a local heat transfer coefficient was also evaluated (/,,), the model tended to
overpredict its magnitude, typically by a factor between 1.3 and 2.0. Due to this dis-
crepancy and lack of experimental resolution for local effects, no further investigation
was carried out regarding quality-dependent local heat transfer phenomena. Future
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work could focus on correlating the heat transfer coefficient with flow regimes and
identifying transition zones while validating against Sumith’s data [5].
3.3.2.3 Wall Superheat Difference

To further assess film dynamics and wall boiling stability, the difference in maximum
and minimum wall superheat along the channel height was analyzed (at G = 106.5 kg/m?s).
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Figure 3.26: Wall superheat difference along the flow direction for G = 106.5 kg/m?s.

compares the simulation results to experimental data. The simulation con-
sistently predicts a larger difference between maximum and minimum wall superheat
temperatures as the heat flux increases. This may indicate a localization of heat transfer
or film thinning in certain regions, which deviates from the more uniformly distributed
thermal response observed in the experiment. These discrepancies point out the need
for improved modeling of the wall heat transfer mechanisms.

3.3.3 Mesh Sensitivity Analysis

Lastly, to assess the robustness of the numerical predictions, a mesh sensitivity anal-
ysis was conducted by varying the base mesh size across three levels: 0.1 mm, 0.05
mm, and 0.025 mm as stated in Fection 2.3.T. The impact on key simulation outputs,
including void fraction distribution, liquid film formation and pressure drop were sys-
tematically evaluated. Additionally, a quadrilateral mesh was compared against the
0.1 mm base mesh case. This comparison served to validate the selected base mesh as
a good compromise between computational cost and numerical accuracy.

3.3.3.1 Baze Size Comparison

Void Fraction and Liquid Film Distribution A clear distinction in void fraction be-

havior emerges across the different mesh resolutions. Interestingly, mesh refinement
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did not lead to improved predictions of void structure or liquid film formation. The
original base mesh of 0.1 mm yielded the most physically consistent results, with a sta-
ble annular flow and clean liquid film along the walls. The 0.025 mm mesh produced
a partially developed film with intermittent wetting, while the 0.05 mm mesh showed
almost exclusively dry-wall regions. Additionally, both refined meshes (0.05 mm and
0.025 mm) exhibited signs of inverted annular flow, with liquid occupying some of
the center of the channel, contrary to expected behavior. A detailed comparison of
these effects is presented in [Figure 3.77. It is important to note that the 0.05 mm mesh
had more internal divisions then the 0.025 mm mesh implying that the division might
influence the liquid film formation and void fraction distribution more then the base
size.

(a) Base mesh: 0.1 mm

(b) Refined mesh: 0.05 mm

(¢) Refined mesh: 0.025 mm

Figure 3.27: Comparison of void fraction field across different mesh resolutions.

Pressure Drop The most notable observation from the pressure drop analysis is that
all simulations converge to the same outlet pressure, indicating that a fixed outlet
boundary condition may have been unintentionally applied. Nevertheless, differences
appear along the channel.

The simulation using the 0.025 mm mesh showed excellent agreement with experi-
mental pressure drop in the first half of the channel, with an average deviation of only
0.6% over the first six points. In contrast, all meshes underpredict the pressure drop
in the second half of the heated region. This suggests that while mesh resolution in-
fluences early development, the observed discrepancies in the second half likely stem
from physical modeling limitations rather than mesh resolution.
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Figure 3.28: Pressure drop prediction for different mesh resolutions.

Conclusion Insummary, the 0.1 mm base mesh offers the most reliable film structure
and flow regime prediction, while the strongly refinement (0.025 mm) can improve
pressure drop accuracy in the channel’s early regions. However, finer meshes introduce
physical artifacts such as inverted annular flow and do not improve prediction in the
latter half, where modeling limitations dominate.

3.3.3.2 Butterfly vs Quadrilateral Comparison

Void Fraction and Liquid Film Distribution The quadrilateral mesh (completely)
fails to reproduce the expected annular flow pattern. Instead, it yields an inverted
annular structure where liquid is concentrated in the core and shows no evidence of a
liquid film. In contrast, the butterfly mesh consistently generates the correct annular
flow with a well-defined liquid film along the channel walls. This stark difference is

visualized in [Figure 3.79.

(a) Butterfly mesh.

(b) Quadrilateral mesh.

Figure 3.29: Comparison of void fraction distribution across mesh types.
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Pressure Drop The quadrilateral mesh also manages to reproduce the general pres-
sure drop trend, albeit with a slightly larger deviation from expected results ([Fig]
ure 3.30. However, it is important to note that achieving convergence for the quadri-
lateral case took approximately four to five times longer than the butterfly mesh, indi-
cating significantly lower numerical efficiency.
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Figure 3.30: Pressure drop comparison between butterfly and quadrilateral mesh simulations.

Conclusion Although the quadrilateral mesh was able to capture the overall pressure
drop, it is clearly inferior to the butterfly mesh. It requires more computational effort
and fails to correctly represent the interfacial dynamics and annular flow structure. As
such, the butterfly mesh remains the preferred choice for accurate and efficient two-
phase boiling flow simulations.

3.3.4 Turbulence Analysis

An attempt was made to test the k-w turbulence model, but simulations failed when
using the custom MITB sub-models (especially those for nucleation site density, bub-
ble departure diameter and frequency, wall area fraction, and quenching heat transfer
coefficient). A turbulence model sensitivity study was initially planned to assess the in-
fluence of turbulence modeling on two-phase structures and wall heat transfer. Given
the strong role of turbulence in boundary layer development, its accurate modeling is
essential in boiling flows.

However, due to numerical instability and limited time, this analysis was postponed.
Future work should examine how different models, such as standard k-¢, realizable
k-¢, and SST k-w, affect film dynamics, regime transitions, and heat transfer accuracy.



Conclusions and Future
Developments

4.1 Conclusions

This thesis set out to investigate whether a Computational Fluid Dynamics model,
based on the Eulerian-Eulerian approach, could be developed and validated for sim-
ulating adiabatic and diabatic two-phase flows in a single microchannel, with a par-
ticular focus on its future extendability to Microchannel Heat Exchangerss model for
Small Module Reactors applications.

To address this, a progressive modeling strategy was adopted. First, a baseline adia-
batic model was constructed to gain familiarity with CFD and to validate flow behav-
ior in vertical small channel geometries [87]. This was followed by a refined adiabatic
model, where more appropriate interfacial force models were selected with a view to-
ward future extension to boiling conditions. The refined model was validated against
the horizontal microchannel setup from Triplett [3]. Finally, a boiling-capable exten-
sion of the refined model was developed by incorporating wall boiling and boiling
bubble dynamics to reproduce the experimental setup of Sumith et al. [B].

4.1.1 Baseline Model

The central goal of the baseline model was to reproduced the main fluid-dynamics
features (void fraction and velocity profiles) of adiabatic two-phase flow in a vertical
small-diameter channel.

Across all cases, both velocity and void fraction profiles showed good agreement with
experimental and numerical reference data. In the upper near wall region of the pipe
(where interfacial dynamics are most critical) the predicted void distributions closely
matched experimental observations, confirming the suitability of the selected interfa-
cial force models. For lower void fractions, small shifts in the radial profiles were ob-
served, likely due to the linear void-fraction dependence of the wall lubrication model.

84
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The liquid velocity profile results also aligned well with experiments, a 2D comparison
against Ekambara’s data supported these findings. The mesh sensitivity study fur-
ther emphasized the importance of near-wall resolution, particularly for void fraction
predictions. Overall, the baseline model provided a numerically stable and physically
accurate foundation small channel geometries.

4.1.2 Refined Model

The main objective of the refined model was to predict the pressure drops, liquid film
behavior, and identifying dominant flow regimes against Triplett’s data, while pre-
serving computational stability and keeping in mind the extendability to the boiling
model.

The model was validated against three sets of pressure drop experiments representing
different velocity ratios (u4.). It was found that the model shows good agreement with
experimental trends in both shape and magnitude for high velocity ratios, while lower
velocity ratios exhibited increasing discrepancies. These discrepancies were traced
back to two key limitations: the void fraction initialization method (using the correc-
tion factor (W) and the inability of the model to capture complex flow regimes. The
performed flow regime analysis supported this finding. Annular and wavy-annular
flows were captured with good fidelity. Bubbly and slug regimes, however, showed
poor agreement in both spatial structure and phase distribution. Lastly, the liquid film
thickness was benchmarked against both experimental results and a theoretical corre-
lation from Fukano [9§]. Simulation results showed good agreement under interme-
diate flow conditions, validating the model’s ability to reproduce mean film thickness
for (non-extreme) annular flows. In conclusion, the refined model provides robust and
accurate predictions for annular-dominant flow regimes in horizontal microchannels.

4.1.3 Boiling Model

The goal of the boiling model was to successfully extended the adiabatic interfacial
framework to simulate wall boiling two-phase pressure drops and heat transfer, specif-
ically for annular flow, and compare it against experimental data of Sumith.

The model demonstrated very high accuracy in predicting average pressure drops and
wall temperature. Slight over- and underpredictions of pressure drops were traced
back to deviations in local liquid film thickness, influenced by not optimal or missing
stabilizing forces. Wall superheat trends revealed clear turning points that correspond
to heat transfer and flow regime transitions, aligned with literature. Although average
wall temperatures matched well, local heat transfer coefficients were overestimated.
Lastly, mesh sensitivity studies showed that base size is not the main factor influencing
prediction accuracy or stability, but rather the number of divisions toward the chan-
nel center plays a more significant role. The butterfly mesh consistently outperformed
quadrilateral mesh in reproducing realistic flow regimes and offered far better numer-
ical convergence and computational efficiency.
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4.1.4 Pressure Drop Comparison and General Conclusion

The refined adiabatic and diabatic models exhibit complementary strengths across dif-
ferent flow regimes. Both models show strong performance at high superficial velocity
ratios (u4.), where annular flow dominates and is accurately reproduced. However,
the diabatic model achieves superior agreement with experimental results. This is pri-
marily because the experimental pressure drop under boiling conditions, (‘;—5)]3, is sig-
nificantly higher than the corresponding single-phase (adiabatic) pressure gradient,

(g—ly)) , in the annular flow regime. As a result, the total pressure drop in the diabatic
ST

simulations, given by (Z_Iy)) = (‘ZI—I;)B + (‘fi—ly)) , aligns more closely with experimental
measurements. This indicates that the diabatic sub-model (MITB) currently provides
sufficient predictive accuracy and does not require immediate refinement. Instead, fu-
ture improvements should focus on enhancing the adiabatic pressure drop component,
which remains the dominant source of error.

Overall, the developed models (particularly the boiling model) demonstrated strong
thermo-hydraulic predictive capabilities in annular flow regimes, while also identify-
ing the key sources of deviation and modeling challenges that persist across broader
operating conditions.

4.2 Future Developments

While annular flow regimes (expected to dominate in MCHEs for SMRs) were well
resolved, the model exhibits significant limitations in transitional and liquid-dominant
regimes, particularly at lower relative velocities. These challenges were evident in both
the flow regime analysis and pressure drop deviations.

To extend the model’s applicability, future work should focus on developing more
generalized and interconnected interfacial force formulations. This could involve re-
thinking traditional interpretations (like Lubchenko did for the wall lubrication force)
and also try integrating them with boiling physics. For example, one could derive the
Lubchenko model with the bubble departure diameter (instead of constant spherical)
proposed by MITB to create a more adaptive, regime-sensitive model. Another possible
method involves the application of machine learning techniques to improve model cal-
ibration or identify dominant interfacial mechanisms across flow regimes [[[01]. Such
enhancements would improve performance in other flow regimes, ultimately increas-
ing the accuracy of pressure drop predictions across a wider range of conditions. How-
ever, it cannot be overstated how complex this task is within the constraints of volume-
averaged methods such as the Eulerian—-Eulerian approach.

From this point, two main development paths for the future are possible. The first fo-
cuses on improving the model’s generalizability before scaling to multi-channel config-
urations. This would involve robust validation and refinement of interfacial closures to
ensure reliable predictions across all relevant flow regimes. The second path assumes
annular flow predominance and proceeds directly to multi-channel modeling based
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on the current framework. Although this assumption may not be justified by the used
geometry of the MCHE.

In either case, both paths eventually converge: the model must be extended to realistic,
multi-channel MCHE geometries, which includes simulating interacting flow paths
and validating thermo-hydraulic outputs. Ultimately, by incrementally increasing the
model’s geometric complexity, a fully detailed digital twin of a MCHE can be realized.
Achieving this will mark a significant step toward using CFD as a predictive design
tool for compact, high-efficiency heat exchangers in next-generation nuclear systems.
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Appendix

A.1 STAR-CCM+ Implementation Code

A.1.1 Sugrue’s Lift Coefficient

Listing A.1: Sugrue’s Lift Coefficient STAR-CCM+ Code

Eo = g * ${DensityLiquid} - ${DensitySteam}) * pow(${SauterMeanDiameterSteam
},2) / ${SurfaceTension}

3 Wo = {Eo} * ${TurbulentKineticEnergyLiquid} / pow(mag($${VelocityLiquid} - $%
{VelocitySteam}) ,2)

5 CL_Sugrue = min(0.03, 5.0404 - 5.0781 * pow(($Wo), 0.0108))

A.1.2 Lopez de Bertodano’s Turbulent Dispersion Model

Listing A.2: Lopez de Bertodano’s Turbulent Dispersion Model STAR-CCM+ Code

F_TD_D = {Lopez_de_Bertodano_Coef} * ${Densityliquidl} * ${
TurbulentKineticEnergyLiquid} * grad(${VolumeFractionLiquid})

53 F_.TD_C = -${Lopez_de_Bertodano_Coef} * ${DensityLiquid} * ${
TurbulentKineticEnergyLiquid} * grad(${VolumeFractionLiquid})

5 CID_L = 0.1
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Appendix

B.1 Other Used Codes

B.1.1 Python Script for Turbulence Calculation

Listing B.1: Python script used to calculate turbulence quantities for inlet boundary conditions.

from CoolProp.CoolProp import PropsSI

from math import pi

Geometry and flow setup

= 0.00145 # Pipe diameter [m]

pi * (d/2)**x2 # Cross-sectional area [m?]
= 1e5 # Pressure [Pal

= 373.15 # Temperature [K]

= 71 * A # Mass flow rate [kg/s]

£ A1 U = Qo #
I

# Fluid properties

rho = PropsSI('D', 'T', T, 'P', P, 'water')
mu = PropsSI('V', 'T', T, 'P', P, 'water')
nu = mu / rho # Kinematic viscosity [m?/s]

# Bulk velocity and Reynolds number
u=w/ A/ rho

Re = rho * u * d / mu

# Turbulence intensity for fully developed pipe flow
I = 0.16 * Rex*(-1/8)

# Turbulent kinetic energy
= 1.5 x (u * I)*x*2

'

+*

Turbulence length scale (ANSYS pipe estimate)
1 =10.038 *xd
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# Turbulent dissipation rate and specific dissipation
C_mu = 0.09

eps = C_mu * kxx*x(3/2) / 1

omega = eps / (C_mu * k)

# Turbulent viscosity ratio
v_t (3/2)%%0.5 % u * I * 1

v_t / nu

vV_Tr

B.1.2 MITB STAR-CCM+ Implementation Code

The code can be requested.
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