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Abstract

What role does a language play in a speaker’s conceptualisation of the world? For about 2500 years the view that language is a universal content of reason, independent from thought, had been taken for granted. From the 17th century onwards, however, the language-thought linkage started to intrigue philosophers as well as amateur and professional linguists chal​lenging the long-standing universalist stance. Most renowned became the view translated into the linguistic relativity principle by its main advocate Benjamin Lee Whorf. This principle, a.k.a. Sapir-Whorfian hypothesis, presumes the ‘relativity of all conceptual systems, and their dependence upon language’ (Whorf 1956: 214). The present study investigates one purported manifestation of this hypothesis, viz. the assumed effect of grammatical gender (language) on gender categorisation (thought). Consequently, it has sought to find evidence for the ‘weak Whorfian hypothesis’, which holds that language influences perception. The ‘strong Whorfian hypothesis’ however, implying that language determines thought, was not the object of this dissertation. An experiment has been elaborated to trace possible differences in the attribution of gender to inanimate objects and animals by speakers of four different languages. First of all, the attributions by speakers of ‘gender loaded languages’, i.e. Arabic and French, were contrasted to those by speakers of ‘unsystematic languages’, which are devoid of gender marking for object- and animal nouns, i.e. English and Dutch. Secondly, the relevance of Whorf’s distinction between ‘phenotype’ and ‘crypto​type’ with respect to lin​guistic relativity has been verified. In particular, gender attributions by speakers of Arabic, a language with a ‘phenotypical’ gender system, have been contrasted to those of speakers of French, of which the gender system is ‘cryptotypical’. The overall conclusion is that the extent to which a language is gender loaded, is consequential on how speakers dissect the world into gender categories. However, the experiment does not yield evidence for the relevance of a cryptotype-phenotype distinction with respect to linguistic relativity.
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1) INTRODUCTION

“It is nothing when translated, but as long as I hear it in Greek, it makes me cry.”

 (Jakobson 1985: 111)

1.1. Whorf and the Whorfian hypothesis

This thesis seeks to find evidence for the Sapir-Whorf hypothesis, which implies that the language one speaks influences the way one thinks about reality. The hypothesis was intro​duced in the early 20th century by the famous American amateur linguist Benjamin Lee Whorf as the ‘principle of relativity’, claiming ‘that all observers are not led by the same physical evidence to the same picture of the universe, unless their linguistic backgrounds are similar, or can in some way be calibrated’ (Whorf 1956: 214). From the point of its intro​duction onward, the validity of the hypothesis has been repeatedly tested in several conceptual domains. From the 1950s till the 1980s, inquiry on Whorf contradicted the hypothesis. Significant in this respect is the pioneering colour research by Berlin and Kay (1969) and Rosch (Heider) (1972a), taking a universalist stance. From the end of the 1970s onwards, a reversal in opinion could be witnessed, based on the criticism that former research had focused on a simplified, reduced section taken out of context. Whorf presented his views much more subtly than the linguists of the past decades believed (Pütz & Verspoor 2000: ix) This renewed support for the Whorfian hypothesis went hand in hand with the exploration of several alternative lines of research that appeared more likely to reveal linguistic influences than colour perception: e.g. motion events, spatial concepts, time, gender… (Boroditsky 2001: 2). Besides, the hypothesis was approached in a more variegated way, which means that research aimed at verifying a particular version (i.e. strong, weak or weaker) of the hypothesis. Despite this investigational specialisation and advanced research techniques of the last thirty years, unanimity about the weaker versions of the hypothesis does not yet exist. Even the strongest version, on which rejection consensus was achieved, has found defenders again (e.g. Davidoff 2001).

1.2. Research question and aim

The aim of the present research is to test the validity of the ‘weak’ Whorfian hypothesis which states that language influences perception with respect to gender. More particularly, this study attempts to find evidence for the effect of grammatical gender on the cognitive categorisation of gender. The research question is twofold. The first question is whether a speaker of a gender loaded language attributes gender to inanimate objects and animals of which the sex cannot be visually perceived, differently from speakers of languages in which these items are not marked for gender in the language. The study thus compares the attributions of speakers of the gender loaded languages French and Arabic to those of speakers of English and Dutch. If there appear to be differences between both language groups, the second question is whether there are any differences in the effects produced within the group of gender loaded languages, viz. between languages with either a pheno​typical (e.g. Arabic) or cryptotypical gender marking (e.g. French).

On a more general level, the research goal has been to underscore the importance of an awareness of linguistic relativity. The insight that human cognition is not absolute, but rela​tive to the structural diversity among languages, should not discourage us, on the contrary: it contributes to the development of a greater sense of perspective (cf. Whorf 1956: 216-8). We are reminded of the fact that ‘various grand generalizations of the Western world, such as time, velocity, and matter, are not essential to the construction of a consistent picture of the universe’ (Whorf 1956: 216). Consequently, ‘we shall no longer be able to see a few recent dialects of the Indo-European family, and the rationalizing techniques elaborated from their patterns, as the apex of the evolution of the human mind’ (Whorf 1956: 218). Besides, assu​ming the dependence of all we know upon linguistic tools (…) ‘should, rather, foster that humility which accompanies the true scientific spirit, and thus forbid that arrogance of the mind which hinders real scientific curiosity and detachment’ (Whorf 1956: 219).

1.3. Theoretical embedding and methodology

In order to arrive at satisfying conclusions, an experiment was designed that encompasses quantitative and qualitative research. In the test programme designed for the purpose, these research types were set up as an ‘assigning round’ and ‘motivation round’ respectively. The quantitative research has been based on Sera, Elieff, Burch, Forbes, Rodriguez and Dubois (2002) who investigated the effects of grammatical gender on classifications of gender, by setting monolingual children and adults to an assigning-task of male and female voices to inanimate objects. The experiment conducted in the present paper has borrowed this study’s methodology to a large extent.

The theoretical basis for this experiment is formed by two major works in the field of lin​guistic relativity. The first is the article by Clarke, Losoff, McCracken and Rood (1984: 48) who put forward suggestions for further research. This study has attempted to follow these conscientiously by means of developing a theoretical framework that accurately mirrors the complexity and subtlety of Whorf’s views on the relationship between language and con​sciousness. Furthermore it has adopted their concept of ‘unsystematic languages’.

Secondly, a fundamental theoretical distinction between ‘grammatical’ and ‘concep​tual gender’ can be traced back to Miguel Pérez-Pereira (1991). The present experiment resembles the one conducted by Pérez-Pereira in its aim to find out which information is primordial in gender categorisation, intra-linguistic ‘grammatical gender’ or extralinguistic ‘conceptual gender’.

1.4. Hypotheses and results

It was expected that the experiment would reveal a differential assignment of gender to inani​mate objects and animals depending on the native language of the adult participants and thus subscribe to the validity of the weak Whorfian hypothesis. The first assumption (cf. the first research question) was that the results would be significantly different between the gender loaded languages on the one hand, where categorisation happens on the basis of ‘grammatical gender,’ and the ‘unsystematic languages’ on the other hand, where categorisation is motiva​ted by ‘conceptual gender’ only. It was taken for granted that within the latter type of ‘un​systematic’ languages no variety at all would occur, since both English and Dutch lack gender marking for object and animal nouns. Secondly, with regard to the second research question, it was assumed that a comparative study of French and Arabic would provide insight to the way difference in the structure of grammatical gender in a language (cryptotypical versus pheno​typical) would be reflected differently in categorising. Summarizing both assumptions, it was expected that the linguistic effect on categorisation would differ between phenotypical language and cryptotypical language and fall to zero effect with both the unsystematic lan​guages. The experiment yielded some telling results, which endorsed the first assumption. The second assumption appeared incorrect since no significant difference could be found between French and Arabic attributions, nor could there be found a link between the results and the structure of grammatical gender in the respective languages. 

1.5. Structure 

The present study consists of two major parts. The first part is a theoretical explanation of the Whorfian hypothesis in general. Chapter 1 and 2 provide an extensive definition of the hypothesis in terms of its history, origin and reception. Chapter 3 sheds light on the research in the field of linguistic relativity from Whorf onwards. The second part of the study zooms in on one particular subfield of linguistic relativity research. More in particular, it revolves around an experiment constructed to test the validity of the weak hypothesis regarding gender categorisation. The first three sections of chapter 4 succinctly dissect concepts such as gender, thought, culture and language. The fourth section situates the experiment against the background of related research on gender. In section 5 and 6, I discuss the experiment’s methodology and results respectively. In chapter 5 the conclusions of my investigations are drawn.

2) THEORETICAL POSITIONING
2.1. The hypothesis

The hypothesis as proposed by Whorf originates from his belief in an urgent ‘re-examination of the linguistic backgrounds of its [Western knowledge] thinking, and for that matter of all thinking’ (Whorf 1956: 247). Whorf himself was rather inconsistent in defining his hypo​thesis. As Swoyer (2003) remarks: ‘Whorf presents a moving target, with most of his claims coming in both extreme and in more cautious forms’. His linguistic relativity proposals are sometimes characterised as equivalent to linguistic determinism, that is the view that all thought is strictly determined by language (Lucy 2001: 13487), e.g. Ferro-Luzzi notes (1986: 265): ‘… the strong version (the only one upheld by Whorf himself) claims…’ (cf. also Gip​per 1972 for some discussion). This charac​terisation of Whorf as a linguistic determinist is not surprising, as various quotations in which he attempts to define his idea of linguistic relativity bristle with metaphors of coercion.

We are thus introduced to a new principle of relativity, which holds that all observers are not led by the same physical evidence to the same picture of the universe, unless their linguistic backgrounds are similar, or can in some way be calibrated. …The relativity of all conceptual systems, ours included, and their dependence upon language stand revealed (Whorf 1956: 214, italics added). 

We dissect nature along lines laid down by our native languages. The categories and types that we isolate from the world of phenomena we do not find there because they stare every observer in the face; on the contrary, the world is presented in a kaleidoscopic flux of impressions which has to be organized by our minds--and this means largely by the linguistic systems in our minds (213).

…no individual is free to describe nature with absolute impartiality but is constrained to certain modes of interpretation even while he thinks himself most free (214).

Swoyer (2003) remarks that ‘in fairness it must be stressed that these passages come from a single essay, Science and Linguistics of 1940, in other places,’ he claims, ‘Whorf’s tone is more measured.’ Also in other papers however, these metaphors reoccur, e.g. in Language, mind and reality (1941), where Whorf writes that our thought is ‘at the mercy’ of our lan​guage and is ‘constrained’ by it; no one is free to describe the world in a neutral way; we are ‘compelled’ to read certain features into the world (262). In Language and Logic (1941), he claims that ‘facts are unlike to speakers whose language background provides for unlike formulation of them’ (Whorf 1956: 235). 

Yet the assumption of Whorf as a linguistic determinist clashes with some of his other explications of the hypothesis. Lucy (2001: 13487) points out that ‘such characterizations of a language-thought linkage [linguistic determinism] bear little resemblance to the proposals of Sapir and Whorf, who spoke in more general terms about language influence habitual patterns of thought, especially at the conceptual level.’ Clarke et al. (1984: 48) go as far as to assert that ‘Whorf does not ascribe causal significance to language’. Several quotations from Whorf can be selected that suggest this moderate stance towards linguistic relativity, e.g.: 

That portion of the whole investigation here to be reported may be summed up in two questions: (1) Are our own concepts of 'time,' 'space,' and 'matter' given in substantially the same form by experience to all men, or are they in part conditioned by the structure of particular languages? (2) Are there traceable affini​ties between (a) cultural and behavioral norms and (b) large-scale linguistic patterns? I should be the last to pretend that there is anything so definite as 'a correlation' between culture and language, and espe​cially between ethnological rubrics such as 'agricultural,' 'hunting,' etc ., and linguistic ones like 'inflected,' 'synthetic,' or 'isolating (Whorf 1956: 139, italics added).

In addition, to Whorf (1956: 239) language is ‘in some sense a superficial embroidery upon deeper processes of consciousness, which are necessary before communication …, and which also can, at a pinch, effect communication without language’s and without symbolism’s aid’ [italics added], cf. Yee (2007). 

2.2. History

When linguists became able to examine critically and scientifically a large number of languages of widely different patterns, their base of reference was expanded; they experienced an interruption of phenomena hitherto held universal, and a whole new order of significances came into their ken (Whorf 1956: 212).

Interest in the intellectual significance of the diversity of language categories has deep roots in the European tradition. The formulations related to this linguistic diversity to which Lucy (2001: 13487) refers, were introduced in the UK by Locke, in France by Condillac and Diderot and in Germany by Hamann and Herder during the Enlightenment period. These formulations were stimulated ‘by concerns about the reliability of language-based knowledge’ and ‘by practical efforts to consolidate national identities and to cope with colonial expansion.’ They remain a matter of hierarchical relativity in which certain language types are viewed as more adequate vehicles of thought and civilisation. According to Kay (2001: 2249) this rather denigrating attitude toward especially the unwritten languages was fuelled by the evolutionary perspective (biological and/or cultural) on differences among vocabularies taken by 19th century and early 20th century researchers.
In the second quarter of the 20th century, especially in America, the tide began to turn due to the work of the anthropologists and linguists such as Franz Boas (1858-1942), Edward Sapir, and Benjamin Lee Whorf (Kay 2001: 2249). Their doctrine of radical linguistic relati​vity can historically be understood as a reaction against this evolutionary view prevalent in 19th century anthropology (Kay & Kempton 1984: 65). The views of these precursors how​ever, have been of considerable importance. 

Koerner (2002: 40) discerns two distinct but loosely connected layers of influence in the work of these North American linguists. On the one hand there is the more general kind of influence that derives from a fairly long-standing tradition in German philosophy of language. This tradition is Romantic in spirit and associates the ‘Geist’ of a people strongly with its lan​guage (Kay 2001: 2249). On the other hand, Koerner states the more immediate sources. The first and foremost is Wilhelm von Humboldt (and his inspirator Herder) representing what Joseph (1996) refers to as the ‘magic key’ view, whereby language is seen as embodying the rational mind and unfolding in line with the Romantic concept of history. This stands in contrast to the rhetoric of ‘metaphysical garbage’, which envisions language developing within an evolutionary view of history and which is seen as introducing obstacles to logical thought. This view was commonplace in what can be considered the second immediate influence on the work of the North American linguists, i.e. Cambridge analytical philosophy, represented most prominently by Alfred North Whitehead and Bertrand Russell, and the Viennese logical positivism, reflected in the work of Rudolf Carnap. Joseph identifies Charles Kay Ogden and Ivor Armstrong Richards as the key link between Cambridge and Vienna; many of their positions set out in their book of 1923 were adopted by Sapir and Whorf (40). Joseph however argues (2002: 71-105) that we need to be careful with claims about influence, since these two views on the relationship between common language and knowledge have existed since antiquity. According to him, Sapir adopts the ‘magic key’ perspective but is heavily influenced by the work of Ogden and Richards, who take a metaphysical ‘garbage view’. Whorf, in his turn, is said to have taken up the ‘garbage’ line and to have interwoven it with the ‘magic key’ (Koerner 2002: 41). 
The present study will restrict its discussion to Wilhelm von Humboldt (1767-1835) to whom the North American scholars are largely indebted. According to Koerner (2002: 41) this ‘great intellectual mover and shaker in 19th century language studies, linguistic philosophy, and education in general’ had been in intense contact with them during the 1820s and 1830s (42). Especially the anthropological linguist Boas, who had a German background and ethno​linguistic interests, has reinforced the impact on North American scholarship with regard to broadly Humboldtian ideas of language and mind (43). In what follows, a light will be shed on the concrete shape of this impact.


First of all, the shift away from a Eurocentric orientation can be said to have started with Humboldt. Mueller-Vollmer (2007) claim that during the 19th century, to the representatives of the aca​demically established discipline of linguistics with its positivist, historicist, and strictly Indo-European orientation, Humboldt was nothing but the odd man out. What separated him from the main​stream was his philosophically grounded understanding of language and linguistics and his decidedly non-Eurocentric orientation, which preserved the enlightenment Universalist tradition by providing it with a new philosophical basis. Illustrative is Humboldt’s proclamation of the importance of ‘Mannigfaltigkeit der Situationen’, which means that, to perfect himself, man must live under different conditions or in different con​texts (Ronzheimer 1999). Boas and his students followed this non-Eurocentric line. By demonstrating these non-European languages to be as systematic and as logically rich as any European language a much-needed corrective on the ethnocentric evolutionism was supplied (Kay & Kempton 1984: 65).


Secondly, the core concepts introduced by Humboldt, which were fundamental to the North-American linguistic relativity hypothesis, have been the concept of ‘Form’ and, more in particular, ‘Sprachform’ or ‘innere Form’, a term made popular by Humboldt’s explicator Haymann Steinthal (cf. Koerner 2002: 40), as well as ‘Weltanschauung’ (world view). In what follows, the extent to which Boas, Sapir and Whorf integrated these concepts in their theories will be discussed.


Long before Saussure, Humboldt had introduced the concept of ‚Form’ into lin​guistics, which is, together with the closely connected concept of ‚enérgeia’, indispensable to characterise Humboldts’ ‘Strukturalismus avant la lettre’ in its complexity and to shed a light on his dynamic conception of language (Di Cesare 1998: 66). The origin of the concept can be traced back to Kantian Schematism, Leibniz’ Dynamism, and most importantly, Aristotle, who already underscored its close-knit relationship with ‚enérgeia’ as well as with ‚matter’, in the sense that ‚Form’ is conditional on ‚matter’ and vice versa (Di Cesare 1998: 67). With respect to language, ‚Form’ is relevant in a universal, historical and individual perspective (70). ‚Das Wesen der Sprache besteht darin, die Materie der Erscheinungswelt in die Form der Gedan​ken zu giessen; ihr ganzes Streben ist formal’ (Humboldt [1820], IV: 17). This ‚Streben’ is realised in various ways depending on the language. This means that language as a forming activity evolves according to the form of a particular historical language. Humboldt meta​phorically compares the ‚Form’ of a language to a path (‘Bahn’) or an idiosyncratic track, which has to be followed in order for language to be functional. All languages pursue the same goal of shaping the physical world by means of sound, but each language does this by using a different path since each disposes of a particular configuration. What Humboldt refers to as ‚Sprachform’ is the peculiar way in which each historical language generally realises this ‚formale Streben’, which can be considered ‘der durchaus individuelle Drang, vermittelst dessen eine Nation dem Gedanken und der Empfindung Geltung in der Sprache verschafft’ (Humboldt [1830-1835], VII: 175). 


For Humboldt, Di Cesari states, language is a not merely a ‘forma formata’, but also and especially a ‚forma formans’ (71): language has a form and is a form. His theory emphasises the latter implication of language as the dynamic whole of formative principles. ‚Die Sprache besteht [...], neben den schon geformten Elementen, ganz vorzüglich auch aus Methoden, die Arbeit des Geistes, welcher sie die Bahn und die Form vorzeichnet, weiter fortzusetzen’ (VII: 62). The ‘Form’ of a language does not merely coincide with the grammatical form, but also encompasses vocabulary to the extent that it is applied to the construction of primary words, and sound features (Di Cesari 1998: 71).


Humboldt makes the important distinction between ‘äussere’ and ‘innere Form’. The ‘Sprach​form’ arises from the synthesis of both Forms, which rely on the physical substances of language, sound and thought (Di Cesari 1998: 85). The ‘äussere Form’ or ‘Lautform’ is the articulation of a sound continuum which varies according to the sound system per language, the ‘innere Form’ is the semantic configuration, also varying according to the organisation of lexical and grammatical meaning per language. In Humboldtian linguistics, and linguistic relativity theory in particular, the ‘innere Sprachform’ has been put into the centre. This em​phasizing of ‘innere Form’ at the expense of ‘äussere Form’ has been initiated by Heymann Steinthal, who has interpreted the ‘innere Form’ as the principle of language diversity: ‘Die innere Sprachform […] ist der eigenliche babylonische Turm’ (Steinthal 1848: 111). This conviction was fixated in a long tradition from Steinthal over Leo Weisgerber till Noam Chomsky (Di Cesari 1998: 86). In contrast to this rich and exegetic tradition, however, the concept of ‘innere Form’ rarely occurs in the works of Humboldt himself. According to Di Cesari (1998: 97-88), for Humboldt, both forms are merely parts of the general concept of ‘Form’, and the distinction is only relevant for descriptive aims of language classification. Humboldt even emphasises that the ‘Lautform’ as ‘der körperliche, wirklich gestaltete Laut allein in Wahrheit die Sprache ausmacht’ (Humboldt [1830-1835], VII: 206). According to him, the ‘äussere Form’ more than the ‘innere Form’ ‘begründet der Unterscheid der Spra​chen (VII: 206)’ (Di Cesari 1998: 88). 


Disregarding this distinction Humboldt himself made, linguistic relativists usually connected only the concept of ‘innere Form’ of a language ‘with the particularity of a world​view that speaks it’ (Koerner 2002: 40). The term ‘world view’ Koerner (2002: 49) derives from Humboldts ‘Weltanschauungstheorie’, which he defines as ‘the theory of the interrela​tionship between language and world view, and, more specifically, between linguistic struc​ture (inner form) and the particular manner in which a speaker of a given language concep​tualises his universe’. In one of his better-known texts on the dual, Humboldt writes:

Die Sprache ist durchaus kein blosses Verständigungsmittel, sondern der Abdruck des Geistes und der Weltansicht des Redenden (Humboldt [1827], VI: 23).
It is to no small extent through Sapir, Boas’ most gifted student at Columbia University, that we can trace the continuing line of Humboldtian ideas in 20th century American linguistics (Koerner 2002: 43). The following quote by Sapir echoes the Weltanshauungstheorie: 

The fact of the matter is that the “real world” is to a large extent unconsciously built up on the language habits of the group. […] We see and hear and otherwise experience very largely as we do because of the language habits of our community predispose certain choices of interpretation (Sapir 1929: 209-210 / 1949: 162).

Whorf attended Sapir’s lectures at Yale University during the mid-1930s. Only Sapir and the latter’s mentor Boas was Whorf to name as his sources of inspiration on the Humboldtian world view idea. According to Koerner (2002: 47), in Whorf’s case, only a mediated, wa​tered-down kind of influence of broadly Humboldtian ideas could be expected. Yet, although there is no indication that Whorf ever referred to Humboldt in his writings, Koerner (2002: 51) claims that Sapir’s influence on Whorf, and thus, indirectly Humboldt’s, is un​deniable. In addition, a considerable amount of passages by Whorf can be quoted at least echoing Humboldtian terms. Therefore, ‘to speak of a latent tradition to think in Humboldtian terms that goes back to at least the last quarter of the 19th century in America may not be inappropriate’ Koerner (2002: 53).
2.3. Benjamin Lee Whorf

In the second quarter of the 20th century, it was Benjamin Lee Whorf who went beyond what his predecessors had suggested concerning the relationship between cognition and gramma​tical categories (Koerner 2002: 52). Whorf was chemical engineer and a fire prevention offi​cer for an insurance company in Massachusetts, who spent his spare time working in linguis​tics. An autodidact, he worked independent from the activities in the field at the time (Eysenck & Keane 2005: 316; Koerner 2002 : 52). Whorf developed the hypothesis after his mentor’s death, but there are certainly intimations in Sapir’s own writings of the way in which habitual thought might be influenced, if not determined, by linguistic structures (Hunt & Agnoli 1991: 378; Darnell & Irvine s.d.). According to Gipper (1969: 298), Whorf acknowl​edges the influence of the linguist L. Bloomfield, as well as S.Freud and C.G. Jung, next to the already mentioned authorities in the linguistic field, Boas and Sapir. Yet, the following discussion will be restricted to two more, although far less celebrated, figures which are said to have made a deep impression on Whorf and therefore buttressed his beliefs. Firstly, there is the French grammarian, dramatist, philologist and mystic Antoine Fabre d’Olivet (1768-1825), whose quasi-Cabbalistic writings on the Hebrew language Whorf discovered in 1924 and which strongly fuelled his mystical interest in language (Koerner  2002: 41). Second to be mentioned is the linguist Iren James Byrne (1820-1897) (Gipper 1969: 298).


Fabre d’Olivet was a man with strong mystical inclinations. His contrastive research on the Hebrew three-part-syllable made him to believe in the secret meaning of sounds, more in particular letters, with which the former are symbolised. He was convinced of a connection between Sound and Sense, a conviction which strongly attracted Whorf, although linguists of the day were very sceptical about it. Whorf later realised that the research results of d’Olivet were quite dubious as a result of this combination with mystical Ideas, but he nevertheless never completely abandoned this mystical inclination (Gipper 1969: 298). With the second researcher Iren James Byrne, Whorf shared the idea on the main task of linguistics. The ultimate challenge of linguistics was the achievement of a comparative study of all the known language systems of the world. In addition to that, Byrne was important for a crucial distinction Whorf elaborated. Byrne, inspired by C.G. Jung, distinguished between two types of language-related mentality, i.e. on the one hand a “quick reacting, quick-thin​king, volatile mentality” and on the other hand a rather “slow-reacting, slow-thinking, but more profound and phlegmatic mentality”. The strong manner of thinking is typical of analy​tical or isolated languages, the slower one can be attributed to (poly)synthetic languages. Gipper considers this distinction a ‘bemerkenswerter Ansatz zur Beurteilung der Wechselbeziehung von Geisteshaltung und Sprachstruktur’ and concludes: ‘das muss auch B.L.Whorf gespürt haben’ (1969: 299).

The greatest stimulus to his work however was the study of Amerindian languages (especially the language of the Hopi-Indians), to which it was impossible to apply ‘normal’ grammatical categories of Indoeuropean language (Gipper 1969: 301). The readings of his philosophical and linguistic precursors, combined with his personal research, led him to recognise the existence of a language dependent world view, to which Whorf, in analogy to the theory of relativity in physics (cf. Koerner 2002: 53), referred as a principle of Linguistic Relativity. Whorf realises implications of this principle are of such an overwhelming power that they cannot but alarm scientists, as well the statesmen and politicians who have to negotiate with foreign people and language communities and for whom it is quintessential to under​stand them. 
Whenever agreement or assent is arrived at in human affairs, and whether or not mathematics or other specialized symbolisms are made of the procedure, THIS AGREEMENT IS REACHED BY LIN​GUISTIC PROCESSES, OR ELSE IT IS NOT REACHED (Whorf 1965: 212; capitals in the orig.).
As already pointed out, Whorf was a representative of North American linguistics in the first half of the 20th century who stood up against the Eurocentric orientation of the 19th century Continental linguistics. Lakoff (1990: 330) reminds us of the fact that Whorf did most of his work at a time when Nazism was on the rise in Europe and jingoism was prevalent in Ameri​ca. Western civilisation at that time was assumed to be the pinnacle of intellectual achieve​ment; other civilisations were considered inferior. Consequently, Western languages were thought to be ‘advanced’ and non-western languages were ‘primitive’. Whorf challenged this Eurocentrism by means of his research on Hopi language, proving that ‘uneducated’ Indians, who were still considered savages by many, could reason as well as educated Ameri​cans and Europeans (330). Despite his anti-eurocentrist stance however, he can not be quite cleared of ethnocentrism after all. Whorf may well be a linguistic relativist, he still believed that some but not other conceptual systems, built into language, were capable of fitting external reality with reasonable preciseness, and therefore better for doing science, than others (1990: 324). ‘Hopi was to Whorf a “rapier” to the “blunt instrument” of English’, Lakoff writes (1990: 325).

The Hopi actually have a language better equipped to deal with such vibratile phenomena than is our latest scientific terminology. This is simply because their language establishes a general contrast between two types of experience, which contrast corresponds to a contrast that, as our science has discovered, is all-pervading and fundamental in nature (Whorf 1965: 55).

As a conclusion, although far from being an English/European chauvinist, ironically, by claiming Hopi’s superiority, Whorf did not reject linguistic inequality. 

2.4. Whorf’s theory

To illustrate the overwhelming amount of interpretations of the so-called Sapir-Whorf hypothesis Koerner (2002: 41) refers to the anecdote about Max Black. This British-American philosopher is said once to have thrown up his arms in despair, suggesting that ‘an interprising Ph.D. candidate would have no trouble in producing at least 108 versions of Whorfianism’. Clarke et al. (1984: 48, 50) regret that much of the recent research has failed to recognise the complexity of the Whorfian hypo​thesis. Likewise Alford (1978) and Lucy and Shweder (1979) have underscored the need for a careful reading of Whorf’s work by researchers who purport to examine issues in linguistic relativity. 

In order to arrive at a succinct reading of one of the core aspects of Whorf’s theory (i.e. the distinction between phenotype and cryptotype) the original texts by Whorf alongside the extensive discussions by Lucy (1992), Gipper (1969) and Clarke et al. (1984) have been consulted. The conclusion was that the theoretical concepts introduced by Whorf himself are not unambiguous. Therefore, it is of great importance to explicate in which sense the present research has adopted these concepts. 

New to the research on linguistic relativity has been Whorf’s pronounced interest in the examination of, as Lucy (1992: 26) states, ‘less obvious morphological categories to reveal the full classificatory nature of language and hence the true extent of the possible interactions of language classifications with thought’. Not yet found in Boas’ and Sapir’s theories is the distinction between two types of classification implicit in language: ‘overt categories’ and ‘covert categories’. Overt and covert categories differ from each other in their degree of systematic formal marking (Lucy 1992a: 26):

An overt category is a category having a formal mark which is present (with only infrequent exceptions) in every sentence containing a member of the category. The mark need not be part of the same word to which the category may be said to be attached in a paradigmatic sense; i.e. it need not be a suffix, prefix, vowel change, or other "inflection," but may be a detached word or a certain patterning of the whole sentence (Whorf 1956: 88).

A covert category, on the other hand, is: 

…marked, whether morphemically or by sentence-pattern, only in certain types of sentence and not in every sentence in which a word or element belonging to the category occurs. The class-membership of the word is not apparent until there is a question of using it or referring to it in one of these special types of sentence, and then we find that this word belongs to a class requiring some sort of distinctive treatment, which may even be the negative treatment of excluding that type of sentence. This distinctive treatment we may call the reactance of the category (Whorf 1956: 89).

Whorf occasionally applied an alternative set of labels to overt and covert categories, namely phenotype and cryptotype, respectively. Defining these concepts is problematic for two reasons; first of all, their meanings appear to shift across his works between two senses, one referring to (a) the relative ubiquity or lack of marking, the other referring to (b) the relative clarity or obscurity of meaning.

(a) A covert linguistic class ... may have a very subtle meaning, and it may have no overt mark other than certain distinctive "reactances" with certain overtly marked forms. It is then what I call a cryptotype (Whorf 1956:70).

(b) It is then what I call a cryptotype. It is a submerged, subtle, and elusive meaning, corresponding to no actual word, yet shown by linguistic analysis to be functionally important in the grammar (Whorf 1956: 70).

(a) The contrasting term phenotype may be applied to the overt category and, when no ambiguity results, to the mark which accompanies the overt category in the sentence (Whorf 1956: 93).

(b) A covert category may also be termed a cryptotype, a name which calls attention to the rather hidden, cryptic nature of such word-groups, especially when they are not strongly contrasted in idea, nor marked by frequently occurring reactances such as pronouns (Whorf 1956: 92).

 (a&b) I give the name phenotype to the linguistic category with a clearly apparent class meaning and a formal mark or morpheme which accompanies it; i.e., the Phenotype is the "classical" morphological category (Whorf 1956: 72). (All capitals in the orig.)
Secondly, phenotype and cryptotype are used freely as alternates to the terms overt and covert one time, while the other time they are clearly used to refer to the subsets of these broader terms (cf. Lucy 1992a: 27-28).
Not surprisingly, in the literature about Whorf, this ambiguity is reflected in the way Whorf’s concepts are applied. Clarke et al. (1984: 53-54) pursue the formal interpretation when defining a phenotype as ‘an overt phonological or morphosyntactic category, a linguistic mar​ker which requires the attention of the speaker/hearer’ and a cryptotype as ‘a pattern of lin​guistic relationship which users of the language employ without necessarily being conscious of it.’ Gipper (1969: 313-4) defines covert categories as linguistic relations which are ‘lautlich nicht sichtbar’ and overt categories as those which are ‘durch besondere formale Kennzeichen hörbar und in der Schrift sichtbar’ and continues:

Für solche Fälle, wo eine verborgene inhaltliche Funktion und Wirkung eines Sprachmittels auf die Sprachstruktur nachweisbar ist, führt Whorf den Ausdruck „cryptotype“ ein (Gipper 1969: 314).

The present study departs from a similar formal interpretation of these concepts. The sub​division of the gender loaded research languages by means of these different categories, is based on Clarke et al. (1984: 66). In Arabic, they claim, the category of gender in inanimate nouns is phenotypical – nearly every noun is overtly classified by its phonological shape (that is, the vowel/consonant configuration of the final syllable of the word). In French ‘the same category is found to be cryptotypical in that one must know the gender as well as the shape of the word in order to use it correctly.’ For a detailed account of this (albeit not completely unproblematic) subdivision into these categories, I refer to §4.3.4.2.

2.5. Whorf’s critics: the universalist stance

Much older than the linguistic relativity view is its opponent view that persisted for 2500 years. The first formulations originate from the Greeks, who took it for granted that ‘back of language was a universal, uncontaminated essence of reason, shared by all men, at least by all thinkers. Words, they believed, were but the medium in which this deeper effulgence found expression’ (Whorf 1956: vii; introduction by Chase Stuart). Trabant (2000:29) has labelled this view as the Aristotelian tradition, in reference to Aristotle’s famous passage in De inter​pretatione in which he claims that ‘mental affections themselves, of which [these] words are primarily signs, are the same for all mankind (Aristotle 1962: 115, De int. 16a). Newcombe & Uttal (2006: 394) trace back this universalist position to Socrates, or at least to Plato’s account of Socrates’ thinking (5th century BC). Bloom (2004: 410) points to the formulations of Saint-Augustine, who was active in the 4th century AD and according to whom ‘thought precedes language: language is a tool with which to express one’s ideas and to understand the ideas of others.’ By analogy, Bloom (411) labels this opponent view the Augustinian view. 

In the early 20th century Whorf (1956: 233) himself refers to his opponents – not without mockery – as ‘old school logicians’ or ‘Mr. Everyman, the natural logician’. According to natural logic, ‘talking, or the use of languages, is supposed only to “express” what is essen​tially already formulated nonlinguistically.’ This ‘expressing’ Whorf (1956: 207) equates to ‘formulation’ which is an independent process and largely indifferent to the nature of parti​cular languages. In his ‘Science and linguistics’ Whorf claims natural logic contains two fallacies. 

First, it does not see that the phenomena of a language are to its own speakers largely of a background character and so are outside the critical consciousness and control of the speakers who is expounding natural logic. Hence, when anyone, as a natural logician, is talking about reason, logic, and the laws of correct thinking, he is apt to be simply marching in step with purely grammatical facts that have somewhat of a background character in his own language or family of languages but are by no means universal in all languages an in no sense a common substratum of reason. 

Second, natural logic confuses agreement about subject matter, attained through use of language, with knowledge of the linguistic process by which agreement is attained: i.e., with the province of the despised (and to its notion superfluous grammarian). (…) Scientific linguists have long understood that ability to speak a language fluently, does not necessarily confer a linguistic knowledge of it, i.e., understanding of its background phenomena and its systematic processes and structure... (Whorf 1956: 211)

However, after Whorf’s formulation of the hypothesis and his refutation of the universalist stance, the opposing view could still rely on a considerable amount of defenders. On the one hand, structuralist schools, in line with Saussure, took the position of linguistic relativity, as becomes clear from the following quote:

Saussure emphasized that the signs that make up a language do not constitute a nomenclature, i.e. they are not labels for an independently given list of concepts. It is the language itself that structures cognition, thereby creating the concepts through the very process of symbolising them. Saussure’s views on the arbitrariness of concepts and sound patterns must inevitably lead to a position of radical relativism, of a form that perhaps not even Whorf would have wanted to endorse! (Taylor 1999: 21-22)

The linguistic paradigms after structuralism, however, more in particular TGG and cognitive linguistics, have often strongly opposed linguistic relativity. However, within these para​digms, the positions taken can still be manifold. This account is restricted to some major contemporary protagonists of the linguistic relativity debate within these paradigms.

The first paradigm to be discussed is TGG, the linguistic theory emerging in the 1960s, as proposed by Noam Chomsky and his students. Its focus has been on the innateness and universality of language and thus contested the linguistic relativity. In line with Fodor (1983) it conceives of the human mind as ‘massively modular’, i.e. composed of subsystems specialised in the automatic unconscious processing of particular kinds of information, visual, auditory, haptic, etc. Since we, e.g., can talk about what we see, the output of these specialised systems must, it seems, be available to some central information processing system where ‘thinking’ occurs (Gumperz & Levinson 1997: 22). Newcombe & Uttal (2006: 394) speak in this respect of a ‘core knowledge’ required for language, mathematical thinking and spatial reasoning that are either innately present or extracted from naturally-occurring input with minimal effort by evolutionarily-prepared minds. This linguistic subsystem or ‘core knowl​edge’ required for language, Clarke et al.(1984: 49-50) conceive of as ‘an under​lying, innate code for organizing experience, from which languages develop different, though ultimately related, systems for describing that experience.’ Regarding this code, Fodor & Bever & Garret (1974: 387) assert that ‘the nervous system comes equipped with a language in which it does its computations, and that learning a natural language involves learning to translate into and out of this computational code’. From this perspective, the source of cognitive organisation is assumed to lie in the inherent structure of the ‘posited inherent language’, not in the structure of the natural language which one acquires as one grows up in a particular culture. Steven Pinker can be considered the contemporary spokesman of this line of thought. Pinker’s criticism is far from charitable when claiming Whorf’s hypothesis and predictions are ‘wrong, all wrong’ (1994: 57). However, his criticism is aimed primarily at supporters of linguistic determinism. In this study too, it is believed to be quite obvious that ‘the idea that thought is the same thing as language is … a conventional absurdity’. 

The second paradigm of cognitive linguistics grew out of the work of a number of researchers active in the 1970s who were interested in the relation of language and mind, and who did not follow the prevailing tendency to explain linguistic patterns by means of appeals to structural properties internal to and specific to language (Kemmer 2007). Within cognitive linguistics, opinions on linguistic relativity are divided. Among the adversaries, one of the main proponents to be mentioned is Ronald Langacker (1986), according to whom ‘the conventional imagery invoked for linguistic expression is a fleeting thing that neither defines nor constrains the contents of our thoughts’. He acknowledges that languages differ in their grammatical structure and in the imagery that speakers employ when conforming to linguistic convention. Yet, this view does not imply that lexico-grammatical structure imposes any significant constraints on our thought processes – in fact, Langacker suspects its impact to be rather superficial (cf. Langacker, 1976). Within cognitive linguistics, however, the Whorfian hypothesis is not completely dismissed. The ‘weaker hypothesis’ is subscribed to by those who claim that language is not the only means of configuring our experience. While Whorf stressed the quintessential role of language in thought, recent proponents of the importance of environment to cognitive development claim that there are other ways to conceptualise how the human mind might rely on environmental input. These are said to point to the possibility that our abilities depend on ‘expectable’ input (Greenough et al. 1988). Every ecological niche that humans occupy can be expected to contain physical objects that move according to physical laws, for example. Humans learn spatial knowledge through experiences that we all share, such as reaching, crawling, and walking (Campos 2000). Relevant in this respect is the ‘Embodied mind principle’. The reasoning of cognitive linguists is theoretically informed by the embodied theory of cognition:

To say that cognition is embodied means that it arises from bodily interactions with the world.  From this point of view, cognition depends on the kinds of experiences that come from having a body with particu​lar perceptual and motor capacities that are inseparably linked and that together form the matrix within which memory, emotion, language, and all other aspects of life are meshed’ (Thelen et al. 2001: 1, cited in Van der Gucht et al. 2007: 744).

Another more Whorfian approach is represented by George Lakoff, who has argued that much of language is essentially metaphorical. Human beings do not function with internally consis​tent, monolithic conceptual systems; as each of us has many ways of making sense of ex​perience (Lakoff 1987: 305)…

… we all have alternative methods of conceptualization at our disposal, not just novel ones made up on the spot but conventional alternatives used throughout our culture (Lakoff 1987: 306).

2.6. Theoretical positioning towards the Whorfian hypothesis
Miller and McNeill (1969) distinguish three versions of the Whorfian hypothesis (cf. Eysenck & Keane 2005: 317). This distinction probably is a consequence of the fact that Whorf himself was rather inconsistent in defining his hypothesis (see §2.1). According to Ferro-Luzzi (1986: 265) the reason why this further distinction has been proposed, is that the controversy about the Whorfian hypothesis in present day linguistics has not abated. 


First of all, the strong hypothesis holds that language determines thinking. Thus, any given language imposes constraints on what can be thought, with those constraints varying from one language to another. This strong hypothesis is comparable to the stronger of two versions defined by Pinker, which boils down to linguistic determinism, more in particular to a ‘stating that people’s thoughts are determined by categories made available by their language’ (Pinker 1994: 57). Ferro-Luzzi (1986: 265) explains the strong version as the one that claims that our linguistic categories influence our cognitive categories.


Even within the group of adherents of Whorf, few people would still subscribe to this strong version of the hypothesis. According to Jakobson (1985: 108) such assumptions lead to ‘narrowly isolationist doctrines, claiming that divergences in linguistic structure predestines peoples to an inevitable failure to understand each other. It might be replied to these fallacies that in any intellectual, ideational, cognitive activities, we are always positively able to over​come the, so to speak, idiomatic character of grammatical structure and to reach a complete mutual comprehensibility.’ For Pinker (1994: 58) the discussions that assume that language determines thought ‘carry on only by a collective suspension of disbelief’. Cognitivist linguists such as Hunt and Agnoli (1991) state that the mere fact that translatability between languages exists, already contradicts the strongest version of the Whorfian hypothesis. In short, many authors find the thesis of linguistic determinism wildly adventurous and even ridiculous. However, Gumperz & Levinson (1997: 23) list others who have recently claimed to find it sober and plausible (amongst them Steiner 1975; Lee 1991; Lucy 1992 a,b).


The weak hypothesis, by contrast, as defined by Pinker and further subdivided by Miller and McNeill into ‘weak’ and ‘weakest’, corresponds to a great extent to Whorf’s own more moderate explanations of the hypothesis (1956: 137), according to which ‘grammatical patterns’ can be regarded ‘as interpretations of experience’. Gumperz & Levinson (1997: 23) understand the weak version as the facilitation or favouring of concepts which happen to be linguistically coded (e.g. would be more accessible, easier to remember, or the default coding for non-linguistic cognition). Furthermore, Miller and McNeill’s ‘weak hypothesis’ implies that language influences perception. In the words of Ferro-Luzzi (1986: 265) the weaker version holds that our language may influence our cognitive strategies. She claims this version is presently the most popular one. According to Hunt & Agnoli (1991: 377) this weaker Whorfian hypothesis lends itself very well to quantification and can thus be evaluated. The present study seeks to concentrate on the validity of the weak version of the Whorfian Hypothesis. I will not investigate, however, the validity of the ‘weakest hypothesis’, which claims that language influences memory only. This version has been propounded by Lucy and Shweder (1979), among others (cf. Ferro-Luzzi 1986: 265).
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3.1. Language-thought interference

In an important sense, the relationship between language and thought is asymmetric. Kronen​feld (2000: 198) takes this as language being a cognitive entity, and thus itself a particular piece of thought. More in particular, language is a system of shared thought or ‘collective representations’ in the understanding shared by Saussure and Durkheim. As a consequence the language-thought relationship should be interpreted as the relationship between linguistic meanings of thought and other patterns or a system of shared thought. This complex relation​ship has been succinctly explicated by Papafragou et al. (2006). In order to conduct their research on the cross-linguistic encoding of motion events, they have introduced the idea of an intermediary stage between, on the one hand, non-linguistic cognitive representations and, on the other hand, the linguistic representation or ‘code’, i.e. the language production online or activation of particular lexical or grammatical items. This stage can be considered a preparation zone in which the non-linguistic thought is encoded in order to enter the actual communication. This mobilisation of linguistic resources can be equated with what Slobin (1996) has referred to as ‘thinking for speaking’. In this stage language specific demands on the formulation of the message are made; consequently, depending on the language, these demands ‘are in differential states of conceptual readiness in the minds of speakers im​mediately prior to verbalization’ (B77). 


The Whorfian hypothesis can be accepted, provided that evidence of iso​morphism can be given, at least at some level, between the conceptual representation of events and their linguistic (syntactic-semantic) representation. Papafragou et al. (2006: B78) continue:
The more closely linguistic (semantic) encoding indexes the conceptual encoding of scenes and events, the more likely it is that crosslinguistic differences in event encoding might have detectable, longer-term effects on aspects of event cognition (e.g. memory and categorization). 

What complicates this assumption, however, is the ‘fundamental fact that human communi​cation is wildly inferential’, which means that ‘information that is linguistically communi​cated goes well beyond information that is linguistically encoded ’ (B78). What the speaker wants to convey is not necessarily transmitted into the actual utterance, but can nevertheless be inferred. 

This excursion on the relationship between thought and language throws a new light on the present research. First of all, the study departs from the assumption that, even if in the language production online certain concepts (inanimate objects and non-dimorphic animals) are linguistically categorised as either grammatically female and male (as a correct use of his language requires), it does not follow that in the stages prior to this verbalisation the concept cannot be thought of as classified under a gender which is different from the grammatical gender. Secondly, in order to avoid the inference complication, the present study focuses on the workings and selections of the zones behind the perceptible language-zone. If we want to know how gender is cognitively categorised, then we need to find out which resource at the intermediary stage dominates the other: either the linguistic resources (grammatical gender) or the non-linguistic resources (conceptual gender). The latter kind of resources has not been specified by Papafragou et al., but will be of major importance to this study. An extensive definition of conceptual gender can be found in §4.3.3. For a schematic overview of the language thought-interface based on Papafragou et al., I refer to table 1. Research on this language-thought interface however entails particular methodological restrictions, which will be discussed in §4.5.1.
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3.2. Language

Empirical research inspired by the Sapir-Whorf hypothesis is based, almost without exception, on contrasting different conceptual systems or languages. The major part of research concen​trates on cross-linguistic or diatopic differences; i.e. different language systems, geographical​ly spread, are contrasted with one another to provide evidence for the hypothesis. Within this first type of research two subtypes can be distinguished. On the one hand, there are studies comparing the systems of different language communities. Suitable as an example is the present research, which puts Arabic, French, Dutch and English against one another. On the other hand, there are studies that are conducted within one language community, where the linguistic system can vary as a result of a different visual environment. This is the focus of Roberson et al. (2005: 378) which replicates and extends previous findings on colour categorisation and memory by adult semi-nomadic tribesmen in Southern Africa, which belong to one tiny, yet geographically very scattered community.


A second and small part of research consists of those studies that contrast ‘languages’ diachronically; i.e. different stages in the language acquisition process are contrasted with one another in order to see the implications of different levels of language development in the realm of linguistic relativity. 


The distinction between these types of research answers to the research traditions delineated by Kay and Kempton (1987: 66). According to them there have been two traditions which drew on one of two sub-hypotheses of the general Sapir-Whorf hypothesis set out by Brown (1976: 128). The major research tradition has been focusing on the first sub-hypothesis which holds that ‘structural differences between language systems will, in general, be paralleled by non-linguistic cognitive differences, of an unspecified sort, in the native speakers of the two languages.’ The second sub-hypothesis, Brown defines as ‘the structure of anyone’s native langue strongly in​fluences or fully determines the world-view he will acquire as he learns the language.’ 
3.3. Concepts of investigation

In order to gain insight to the ‘concepts of investigation’, I again refer to the parameters along which views of relativism can vary, listed by Lakoff (1987: 306). Relevant for the variety of concepts is the ‘Depth of variation Issue’, which refers to the conviction that concepts can be more or less fundamental than others. Proper to the fundamental concepts is their usage in many other concepts throughout the system. Whorf’s interest went to these fundamental concepts, such as space, time, causation, event structure, aspect, evidentiality, fundamental classifications of objects (i.a. gender) and so on. These are incorporated into the very gram​mars of languages. Conversely, he was not concerned with those superficial concepts that are explicated in vocabulary, specialised terminology, etc. (329).


In order to list the concepts of investigation, the distinction made by Boroditsky (2001: 19) has to be added. Boroditsky 2001 seeks explanation for the discrepancy between the findings in her research on time, which support the Sapir-Whorf hypothesis, and those by Rosch and her colleagues on colour, subscribing to universalism (cf. §2.5). According to Boroditsky, colour and time differ according to two aspects. The first aspect is whether the concept predates language both in evolution and in development. Children’s perception-based concepts (like colours) are said to be relatively fixed before they learn language. A second aspect is the concept’s concreteness. Either the concept can be sensorily experienced in the physical world, or the concept is a more abstract entity not reliant on sensory ex​perience. This distinction is aligned with the one between ‘conceptualization of objects’ and the ‘conceptualization of relations’ respectively (19). The concreteness aspect can also be related to Lakoff‘s (308-9) ‘Nature of Variation Issue’, which treats the question of ‘what kind of conceptual differences count for showing significant differences in conceptual systems?’ With respect to Boroditsky’s first category the objectivist philosophical view should be mentioned. In this view, a conceptual system can succeed or fail to ‘carve up nature at the joints’ (Quine 1939), which echoes Whorf (1956: 213) claiming that ‘we dissect nature along lines laid down by our own native language.’ Conceptual systems can thus conceptualise different aspects of reality, but also, they can vary in their ‘fineness of grain’, i.e. nature can be cut up in large chunks or small ones. Eysenck and Keane (2005: 77) provide the example of the human body, which language decomposes into a series of generalised cones at different levels of generality. By ‘generalised cone’ is meant ‘the surface created by moving a cross-section of constant shape but variable size along an axis’ (Bruce et al. 2003: 276), e.g. spheres, cylinders, pyramids,.... The aforementioned ‘joints’ can be aligned with the ‘concavities’ in the theory of Marr and Nishihara on object recognition (1978), i.e. areas where the contour points into the object. Regarding the human body these concavities, e.g. in each armpit, are used to divide the visual image of the body into segments, which leads to differentiated vocabulary as arms, legs, torso, head,… This objectivist view of ‘language dissecting nature’ however implies that ‘the job of concepts is to fit objective physical reality and no more’. Consequently every phenomenon of Boroditsky’s second category is virtually left out, i.e. (Lakoff 1987: 309) ‘concepts which are not found objectively in nature, but which are a result of the human imaginative capacity: cognitive models involving metaphor and metonymy, radial categories, and nonuniversal socially constructed concepts. (…) These characterize important ways in which conceptual systems may differ across cultures.’ 


Whorf was interested in both the way languages ‘carve up nature’, as well as in meta​phorical thinking and the existence of language-particular sound symbolism. His work includes research on the conceptualisation of both the external reality as well as the internal reality of kinesthetic experience (Lakoff 1987: 329).


In the following Table 2, the concepts are subdivided into two categories on the basis of the ‘Depth and Nature of Variation Issues’ by Lakoff and the distinctions made by Boro​ditsky. It should be borne in mind that the concepts are not as clear-cut as Table 2 would suggest. For most of the conceptual domains, recent systematic investigations on lin​guistic relativity have been listed. Their focus has been on the differences between languages in grammatical structure and range of terminology associated with altered perceived similarity between objects and actions, as well as to different memories of the same experience. The next section, the research on colour is elaborated on.

Table 2 
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‘The parade example chosen by the mid-century American relativists to make the twin points of semantic arbitrariness and linguistic determinism was the lexicon of color’ (Kay 2001: 2249) – and it has kept playing an important role in the long-running debate over linguistic relativity vs. semantic universals. The reason why colours have been considered the ideal area for testing the doctrine, is because there are scientific colour order systems that provide a precise metalanguage for describing colour sensations independent of the words of any natural language (Kay 2001: 2248-9).


Colour research can be divided into two schools of thought (Lucy & Shweder 1979: 583). From the 1950s till the 1980s, a dramatic reversal of opinion concerning the relationship between language and thought occurred. As Brown notes (1976: 152), colour research ‘began in a spirit of strong relativism and linguistic determinism [influenced primarily by Benjamin Lee Whorf] and has now come to a position of cultural universalism and linguistic insignifi​cance, elsewhere’ (149). This reversal was the result of two important studies on colour categorisa​tion by Berlin and Kay (1969) and Eleanor Rosch (until 1972 Eleanor Heider). Both, but especially Rosch, can at the same time be considered the immediate precursors of prototype semantics.


Firstly, Berlin and Kay (1969) wrote the well-known and influential book Basic Color terms, which discusses the perception, classification and denomination of colours in ninety-eight languages, and in addition to that makes some sweeping statements about the ‘evolution’ of the colour lexicon (cf. Coseriu 2000: 19; Lucy & Shweder 1979: 582). After examining the variety of colour term systems, Berlin and Kay (1969) proposed that (a) the differences in colour lexicons of the languages of the world could be explained as different combinations of a few landmark colours (which were probably human perceptual universals) and (b) the dif​ferences in colour lexicons of the world’s languages could be arranged in an evolutionary progression (Kay 2001: 2249).


Secondly, most researchers regard the study by Rosch (Heider) (1972a) as the defini​tive study of the second school of thought; certainly from an experimental point of view, Lucy & Shweder (1979: 583) claim it is ‘the most sophisticated study in establishing the influence of perceptual saliencies in the colour spectrum on linguistic forms. According to Coseriu (2000: 20) there are scholars who speak of the ‘Roschian revolution’ in the theory of knowledge and theory of language universals (viz. ‘categories’). In fact it has been claimed that Rosch’s new theory equals a kind of Copernican revolution in the theory of categories (cf. §4.3.3). 

There is no evidence that people of any culture differ in colour perception or discrimination (Lenneberg 1967) or in the structure of colour memory (Rosch (Heider) & Olivier 1972). However, languages do differ in colour naming (Heider 1972b: 449).

The Whorf hypothesis is thus no longer totally rejected. When reviewing the literature on linguistic relativity from the more recent period, it becomes clear that what Brown called (1976: 149) ‘the extreme cultural universalism and presumptive nativism we have come to’ [i.e. 1970s], is not any longer the present-day view. 


Already at the end of the 1970s the experiments by Lucy and Shweder (1979) show that perception may be relatively immune to language, while memory is not. This meant that the Whorfian hypothesis was no longer totally rejected as was the case in the ‘second school of thought’. From Lucy and Shweder’s study onwards renewed support for the Whorfian hypothosis – in this early stage its weakest version (cf. §2.6) – can be witnessed. Lucy and Shweder found that memory can be based on two different records, a direct record of the sensory information at the time that we perceive an event, and an indirect, language-based record of our description of the event. Because they are coded by language, these latter effects are subject to any biases built into the memoriser’s language.  Such effects have been shown many times in studies of eyewitness memory as well (e.g. Loftus & Palmer 1974; Schooler & Engstler-Schooler 1990) (Hunt & Agnoli 1991).

More recently, the weaker and even the strongest version of the hypothesis have been raised. According to Davidoff (2001: 283), new data support a rather strong version of the Whorfian view that perceptual categories are organised by the linguistic systems of our mind. He refers to three new cross-cultural experiments (2 studies), which have made use of a property of categories that is known as ‘categorical perception’. These studies, Kay & Kemp​ton (1984) and Roberson et al. (2000), suggest that categorical perception shows the influence of language on perception. Davidoff (2001: 386) even defends the strongest version of the Whorfian hypothesis, saying that ‘the evidence prompts the conclusion that perceptual cate​gorisation is determined by linguistic relativity.’

According to Roberson et al. (2005: 378) the study by Roberson, Davies, & Davidoff (2000), has brought about evidence of cognitive colour differences between different lan​guage communities, but concerns remain as to how representative a tiny, extremely remote community is. Roberson et al. (2005) replicate and extend previous findings using additional paradigms among a larger community in a different visual environment. 

3.4. Positioning of the case study in the field of inquiry

	LANGUAGE

	THOUGHT/COGNITION

	Contrastive research

· Cross-linguistically: 
L1 vs. L2


	Weak hypothesis

· Perception

Differentiation/categorisation



	Research focus

· Grammatical structure


	

	Concepts of investigation

· Gender


4) CASE STUDY: GENDER IN LANGUAGE

When, in my childhood, I read Grimms’ folk tales in Russian translation, I asked my mother, 

“How is it possible that death is an old man while actually she is a woman?” 

(Jakobson 1985: 109)

4.1. The study’s line of reasoning

The research question is whether a speaker of a gender loaded language attributes gender to inanimate objects and animals of which the sex cannot be visually perceived, differently from speakers of languages in which these items are not marked for gender. And if so, are there any differences in the effects produced, when the gender loaded languages have either a pheno​typical or cryptotypical gender marking?

In order to construe the study’s reasoning (cf. the schematised representation below), a theo​retical division has been introduced between the nonlinguistic concepts nature/reality and culture, on the one hand, and language on the other. To reconstruct the study’s reasoning, several successive yes/no questions have been composed, which are discussed in both their affirmation as their negation. The ability to follow the affirmative line until the end would mean the Whorfian hypothesis can be supported to the fullest. The reasoning takes off with the opening question whether gender categorisation of these items is culturally determined. If denied, we enter the universalist stance on gender categorisation which would state that gen​der concepts are innate, inherent to our biology. In this respect it could be claimed that ‘gen​der’ is equated with the biological category ‘sex’. However, in the context of gender categori​sation of objects and animals this realism is rather naive and mistaken for two reasons: first of all, as the definition of gender in §4.2 will show, gender is defined as a cultural construct. It can not be equated with ‘sex’ or is at the most informed by it. Secondly, as for the items to which gender has to be attributed, their link with ‘sex’ is ruled out: inanimate objects simply do not have a biological sex and the animals selected display no sexual dimorphism or are presented in a way no cues to their gender are available. Gender categorisation of these items is thus clearly culturally determined insofar we can speak of ‘cultural relativity’. Assu​ming this, a new question presents itself: Does there exist a culture in which gender categorisation of objects and animals is shared; i.e. where ‘conceptual gender’ is shared? For a satisfactory answer, I refer to De Lisi and Soundranayagam (1990: 594). They point to the fact that sex stereotypes are conceptualised not only as sociocultural contructs but also as ‘personal constructs or how people regard a “typical man” or “typical woman” using their own point of view.’ This would be rather problematic for this research, since the assumption of a culturally shared gender concept is conditional to obtain reliable results. This view of this personal gender construct, however, does not receive much support; most of the sex stereo​typing research has been based on the assumption that sex stereotypes are sets of beliefs about men and women that are shared by the members of society, rather than personal beliefs of individuals. De Lisi and Sundranayagam (1990: 594) mention two major approaches in the field that contradict this view. Firstly, the sociocultural approach maintains that cultural standards and norms with regard to men and women are absorbed in the process of socialisation, and thus shared. Secondly, the cognitive approach sees stereotypes as arising from a necessary reorganisation and simplification of complex information about men and women, due to cognitive limitations. The present research takes a similar stance, thus gives a positive answer on the question whether gender categorisation is a cultural construct. 

Subsequently, taken that conceptual gender is shared within a culture, the next ques​tion is what can the borders of that culture be defined as, in other words, how universal are these associations? Mullen (1990: 585) believes this last question is poorly treated in research. Mullen points to the fact that specific manifestations of gender distinctions do vary across cultures, and thus cannot be taken as universal. Ortner (1974) by contrast suggests that the female-nature/male-culture association is universal. She argues that these associations are rooted ultimately in reproductive biology. However, she emphasises that both nature and culture are themselves cultural conceptions. Alternatively, the borders of that culture (concep​tual gender) could coincide with the borders of a language community. This assumption of a culture-language overlap, however, has been sufficiently contradicted in research on gender concepts (see §4.3.3.2). Anyhow, for the present research, it is important that the ‘conceptual gender’ of the control items is at least shared by the participants of all four language commu​nities under investigation. The less variable this conceptual gender, the more reliable the variable results as a consequence of grammatical gender. For an explication of how this was achieved, I refer to §4.3.3.2. 

The line of reasoning moves away from the nonlinguistic ‘culture’, in order to enter the domain of ‘language’. If we can speak of a culture in which conceptual gender is shared (in this study this culture will be referred to as the ‘West-European culture’), the question presenting itself now is whether grammatical gender, present in some of the lan​guages within this assumed culture, has an influence on the cognitive categorisation of gender. A negative answer would support ‘linguistic universalism’, i.e. gender categorisa​tion is similar for languages with and without grammatical gender. This view corresponds to the view of Whorf’s adversaries. To be precise, it would imply gender categorisation is independent of language and thus culturally determined only.

However, if the answer appears to be affirmative, we enter the field of linguistic relati​vity, and find support for the Sapir-Whorf hypothesis. This implies that gender categorisation different in gender loaded languages differs from that in languages free of grammatical gen​der. To test the validity of the hypothesis in its full potential, however, we need to go further. The final question is whether among these gender loaded languages, further differences can be discovered in the extent to which gender categorisation is influenced as a result of an overt/covert value of their grammatical gender. If the answer is negative, it would appear that distinctions between phenotypical languages and cryptotypical languages do not matter. Gender categorisation of objects would then be similar for all gender loaded languages. A positive answer however would prove that the influence depends on the difference between overt and covert value of grammatical gender. Categorisations of gender in a phenotypical language would be different from those in a cryptotypical language. What remains is an in​vestigation of the nature of this difference. 
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4.2. Concept Gender

In order to conduct the present research it is necessary to clarify the central concept ‘gender’, and, in addition to that, the concept ‘sex’. As observed by Leinbach (1997: 108), ‘these terms are neither completely interchangeable nor completely distinct.’ Moreover, disagreement about their definition is rather common, as a comparison of the descriptions by anthropolo​gists (e.g. Leinbach) on the one hand and linguists such as Clarke et al. (1984) on the other hand demonstrate. 

For Leinbach (1997: 108) the term ‘sex’ refers to ‘the dichotomous classification of people as male or female (…) on the basis of biological sex.’ ‘Gender’ conversely is des​cribed as ‘a social category system built around the distinction between male and female’ (107). The term is used where the dimensions of masculinity and femininity are involved. Masculinity and femininity with all their social and cultural implications are not excluded from classification according to sex, but they are mostly related to gender.

Clarke et al. (1984: 59) by contrast define ‘sex’ as a ‘bio-socio-psychological con​struct’. This definition bears resemblance to the one Leinbach attributes to gender. However, Clarke et al. conceive of ‘gender’ as merely ‘a linguistic construct’. They add: ‘Gender is the name given to certain arbitrary grammatical classes of nouns.’

This terminological ambiguity appears to be not the only issue. Just as problematic is the relationship between both gender (as a linguistic construct) and sex (as a bio-socio-psy​chological construct). Gender, Clarke et al. (1984: 59-60) remark, merely means ‘category’ or ‘type’. ‘There are a number of languages which have many more than two gender categories.’ In Fula for instance, a language spoken in Northern Nigeria, it is said the nominal vocabulary is partitioned into 25 gender categories. Kihm (2002: 1,2) however, makes clear that these have to be understood as ‘formally marked classes which yield a partly semantic classifica​tion: humans (no sex distinction) vs. animals (no sex distinction) vs. plants, etc.’ These properties can be compared with the properties of gender systems as they are found in Indo-European and Afroasiatic languages, but can not be equated with them. The similarities enumerated are firstly, they command agreement in and beyond the noun phrase. Secondly, singular-plural pairings are observed. Thirdly, gender assignment may fulfil a derivational role, although a much more limited one than noun class assignment does. Finally, gender markers are always realised as suffixes in the same way as noun class markers in some lan​guage (e.g., Fula). However, gender systems differ from noun class systems in their amount of genders (only 2 or 3) and in the fact that classification is based on sex. As Clarke et al. (1984: 60) point out, it should be borne in mind that ‘it is to a large extent accidental that gram​marians in the Western tradition have associated gender classification with sex.’
The present study has sought to solve both these problems. First of all, since it deals with the attribution of gender to inanimate (sex-free) objects and animals of which the sex is not readily visible, it has given short shrift to a possible terminological confusion.

In order to make the concept gender itself practicable for this research’ purposes, the term has been subdivided into two clear-cut categories: on the one hand there is a ‘conceptual gen​der’ which can be equated with the definition given by Leinbach, i.e. gender as a social and – I add – non-linguistic cultural category. On the other hand I will use the term ‘gramma​tical gender’, which has to be understood in purely linguistic terms, in accordance with the definition of gender by Clarke. 

4.3. Thought vs. Culture and Language

	CULTURE

Conceptual gender

	
	LANGUAGE

Grammatical gender

	THOUGHT: gender categorisation

Attribution of female/male gender to inanimate objects and sex neutral animals


4.3.1. THOUGHT: gender categories

Humans have a natural tendency to group aspects of the perceived world into categories (cf. Brown 1986), and gender is one of the basic distinctions in the categorisation of people (Mul​len 1990: 577). Few people encounter difficulties in attributing a gender to entities for which the link with ‘sex’ is not about (in the case of objects) or unperceivable (in the case of ani​mals). What exactly informs people to class ‘genderless’ objects and animals under categories of male and female? Or, as Davidoff (2001: 382) puts it: ‘why are category members seen as similar and different from members of other categories?’ Is the membership determined by what he calls ‘theories about the world’, implying non-linguistic cultural aspects, or is it, as Whorf believed, linguistic similarity which is the critical factor in perceptual categorisation? Which factor is playing the major part?
4.3.2. CULTURE & LANGUAGE

On a more general level the research question can be formulated as: what is more decisive in gender categorisation, culture or language? To enable a coherent answer, the complex relation between these concepts has to be clarified. 

Jakobson (1985; p. 102) has addressed this problem by putting the question ‘what should we have in mind: language and culture or language in culture?’ ‘Can we consider language as a part, as a constituent of culture, or is language something different, separate from culture?’ 
To answer this question Jakobson discusses the extent to which the phenomenon language complies with the operational definition of culture by Campbell (1967): ‘Culture is the totality of behavior patterns that are passed between generations by learning, socially determined behavior learned by imitation and instruction.’ Then he briefly treats the issue of nature and nurture: what are the boundaries between culture and nature, i.e. between cultural adaptation and learning on the one hand, and heredity, innateness, on the other? Jakobson concludes that the place of language is between culture and nature (107). In human language acquisition, primarily acculturation plays a part, to a lesser extent also inheritance. Conse​quently, culture and language cannot be seen as independent instances. Language is informed by culture and culture is imbedded in language. 

Illustrative of this relation between culture informing language is the following passage taken from Dixon’s (1980: 547) account on the languages of Australia, in this particular case the gender loaded (phenotypical) language Dyirbal.

The semantic basis of noun class membership is subtle and fascinating, interrelating often with the mythic role of animals, and with beliefs concerning natural phenomena. In Dyirbal, for instance, most non-human animates are placed in the ‘masculine’ class; but birds are believed to be the spirits of dead human females and are grammatically classed as ‘feminine’. To quote just one further example, in Dyirbal myths the moon and sun are represented as husband and wife – we thus have bayi gagara ‘moon’ and balan garri ‘sun’.

Taken this connectedness, the question can be dragged further: can we state that language is the necessary and substantial foundation of human culture, or conversely, that human culture is fundamental to language? Which factor is the strongest determinant in gender categori​sation? Applied to the present study: was the language system split up into gender categories because membership to a culture -which runs on commonly shared symbol systems- made such a distinction indispensable? Or, as Clarke et al. (1984: 60) remark: ‘perhaps we are guilty of a kind of folk etymology, assigning masculine or feminine attributes to things or concepts because we have learned to make the distinction in language’. 

In this study, which subscribes to the interconnectedness of language and culture, an (artificially created) distinction between culture and language is quintessential on methodolo​gical grounds. Only when languages in which gender is solely culturally motivated (thus the language factor being ruled out, since in these languages gender is not grammatically marked) are contrasted with languages where gender can be linguistically motivated, i.e. languages in which gender is grammatically marked, a possible effect of language on gender categorisation can be assessed, and consequently the validity of the Sapir-Whorf hypothesis endorsed or contradicted. With respect to the experiment conducted for this study, this means that within the languages in which gender is grammatically marked, particularly those test items have been selected of which the gender informed by culture (a hypothetical conceptual gender) stands in opposition with the gender in language (grammatical gender), i.e. the test items displaying a conceptual gender-grammatical gender discrepancy. For a schematised overview of these test items, see Appendix I.

Regarding the aforementioned language-culture interconnectedness, it is rather obvious that discrepancies between conceptual gender and grammatical gender are rare in reality. Sera et al. (2002: 377) have been able to identify a property of gender systems that leads to the gener​alisation of male and female attributes over inanimate objects. What people tend to conceive of as male or female in most gender loaded languages, is mostly reflected in the language struc​ture. As a first example I refer to Brockelmann (1961: 424), according to whom Semitics tend to conceive of everything which is dangerous, wild, courageous, mighty, respectable, big and strong as masculine, and everything which is weak and suffering as feminine. Brockelmann gives some examples (422). Animals which are conceived of as weak or retarded and corres​pondingly grammatically female, independent of their natural sex, are e.g. Syrian iarora (jackal); musha (calf); neqia (sheep); da’n (small live stock). Masculine by contrast are e.g. Syrian ‘af’a (hyena) and Arabic ‘aqrab (scorpion) and ‘uqab (eagle).

For a second example I refer to Mullen (1990: 582) who conducted a ‘category infe​rence picture-grouping game’ with 22 seven year old participants. Natural objects such as ‘plant’ and ‘seashell’ were rated female in more than 80 percent of the cases: the conceptual gender of these items thus being ‘female’. When checking the grammatical gender of these items with a ‘high female loading’ (expression borrowed from De Lisi & Soundranayangam 1990: 595) in some randomly chosen languages, these items all appeared to have a female structure.
 As a consequence, cases where there is a conceptual-grammatical gender dis​crepancy are more rare than cases where both overlap.

4.3.3. CULTURE: conceptual gender

For an adequate understanding of the term conceptual gender in contrast to linguistic/gram​matical gender, this term will be aligned with equivalent concepts as we find them, on the one hand, in linguistics and, on the other hand, in psychological inquiry. 

4.3.3.1. Linguistics

To fit the concept in with linguistics, two well-known traditions in semantics will be referred to. We will point to some major concepts firstly, in the work of Coseriu (2000), a protagonist in the European tradition of structural-analytical semantics and secondly, in cognitive seman​tics, which in its early years was based on (the non-linguistic) prototype theory.

Coserian structural-analytical semantics makes the clear-cut distinction between ‘signi​fication’ and ‘designation’. ‘Signification’ stands for purely linguistic meaning of a sign and should be understood differentially, i.e. a concept receives its ‘value’ in virtue of the para​digmatic relations with other conventionalised concepts to which it stands in a relation of opposition. In Saussurian terms, this implies the idea of a mental lexicon, a concept at the level of the language system, consisting of symbolic signs (les signes) each built up by a meaning (signifié) connected to a form (signifiant). A native speaker disposes of linguistic knowledge (cf. Coseriu 2002: 32), i.e. has an intuitive idea of idiomatic oppositions between the signs that compose the lexicon. It is in this context, we should like to place this study’s concept of grammatical gender. In the case of gender, the implication is that adult native speakers know how the network of discrete entities of masculine, feminine and depending on the language, neuter, is configurated in their language. In order to explain signification in contrast to designation, Coseriu (2000: 32) parallels these terms with concepts from Plato’s language philosophy: ονομάζειν, i.e. naming objects, referring to the well-ordered world of language specific meanings and λέγειν, speaking about objects, referring to the object world of species.

…significations and concepts deal with naming things, not with the way people speak about them. Analy​tical semantics stresses the fact that when we speak about things, we use not only significations and concepts, but also the knowledge we have about the things themselves (Coseriu 2000: 32). 

This knowledge of objects is the basis for designation. Designation is the term used to refer to the act of referring, i.e. categorisation of the ‘things-meant’ from the objective world through the intralinguistic means of signification (cf. Coseriu 2000: 29-30). For instance, if we are faced with an animal with dimorphic gender (lacking perceptual cues to the natural concept of sex) and want to designate it, we subsume it to the most appropriate mould/model of a gender-discrete invariant linguistic meaning. This designation is thus a matter of language use, which leaves space for interpretation to categorise the object world with its fuzzy boun​daries in the clear-cut grids/network of language-specific meaning. The way we separate objects in the objective world, is deviant from the way we distinguish linguistic meanings. To categorise objects non-linguistically, we call on our encyclopaedic knowledge, which is an amalgam of cultural, personal and context-bound information. According to Coseriu (2000: 26) generic assertions such as the Spanish are loyal, birds fly, women are talkative,… are based on extralinguistic knowledge, they are highly subjective, stereoptypical characterisations. They are facts of ‘objects’ in the external world, they belong to human culture as well as to common human experience, and are thus based on encyclopaedic knowledge (37). This is where we would like to situate the study’s idea of conceptual gender. Jakobson (1985: 108) speaks about ‘every day mythology’ which finds its expression in divagations, puns, jokes, chatter, jabber, slips of the tongue, dreams, reverie, superstitions, and, last but not least, in poetry. 

In cognitive semantics, too, we find the concept of encyclopaedic knowledge. Equivalent cognitive terms for it are ‘background knowledge’ (Taylor 1999: 19) ‘backdrop’ (Langacker), ‘backstage cognition’ (Fauconnier) etc. In contrast to the strict dichotomy drawn in structural-analytical semantics, however, cognitive semantics endorses a holistic view, claiming that ‘there is no need to make a principled distinction between “linguistic meaning” and “ency​clopaedic knowledge”’ (Taylor 1999: 20):

A crucial notion of Cognitive Grammar is that the meaning of an expression involves the ‘profiling’ or designation of an entity, against background assumptions, these latter are referred to variously as domains, frames, idealized cognitive models, etc. (Taylor 1999: 38; italics added). 

In our definition of the study’s concept conceptual gender, it is the cognitive conception of ‘encyclopaedic knowledge’ we concentrate on, since it enables us to link the concept with ‘prototype theory’, which forms the core of the cognitive paradigm. 

The theory of prototypes and basic-level categories, or ‘prototype theory’, has been developed by Rosch (1973) (Lakoff 1987: 39). In its origin it is a ‘universally valid theory of categorisation’, i.e. it deals with the way in which the objective world is categorised in human cognition. Prototype semantics is the application of this general theory to the realm of lan​guage. Central to prototype theory is the idea of ‘membership gradience’, also called ‘non-equivalence of category members’ (De Lisi & Soundranayagam 1990: 595, 607), which holds that at least some categories have degrees of membership and no clear boundaries. Translated to language, it holds that natural language categories are non-evaluative categories that have an ‘internal structure’. In other words, it means that both mental categories and linguistic cate​gories possess focal examples or a prototypical or core meaning, and that instances of these categories (objects or linguistic items) differ in the degree to which they are like the focal examples or fit the core meaning’ (Rosch 1973: 141). Illustrated by means of gender, it implies that within both stereotypic categories male and female, some members are more ‘central’, ‘better examples’ or ‘clearer cases’, ‘surrounded’ by other more ‘peripheral members’ or ‘marginal cases’ of the gender category, in decreasing degrees of membership (Rosch 1973: 112; Lakoff 1987: 12). As we find categorical overlap in the objective world, we find overlaps in the mental and linguistic categories too, e.g. a whale can be conceived of as a fish but also as a mammal. As a consequence, it is not exceptional to find objects being member of several categories at a time.

It should be borne in mind that representatives of structural-analytical semantics do not simply reject the theory of prototypes. What they do reject is prototype semantics, i.e. the application of extralinguistic prototype theory to linguistic categories. They agree upon the fact that objective categories are heterogeneous and have fuzzy boundaries but insist on an assumption of linguistic meanings as homogeneous and discrete. As a consequence, they con​sider the cognitive ‘confusing of linguistically structured meaning with experientially derived knowledge about the states of affairs that linguistic expressions refer to’ as the ‘most serious and most elementary error that it is possible to commit in semantics’ (Coseriu quoted by Taylor 1999: 26).
At best, they are prototypes of ‘objects’, corresponding to domains of extralinguistic experience, and hence they may turn out to be identical in different linguistic communities. But then again, they may just as well be very different (even for speakers of one and the same language) in different cultural domains and/or different periods of cultural evolution (Coseriu 2000: 40).

The definition of ‘conceptual gender’ in the present study is based on the general, non-lin​guistic idea of categorisation. Conceptual gender is the gender category to which a parti​cular object of the world is assigned on the basis of non-linguistic encyclopaedic knowledge (in §3.1 and §4.6 we also use the terms ‘cultural background knowledge’ or ‘non-linguistic resources’). The more that object finds itself in the centre of that category, i.e. the more prototypical it is, the more fixed, stereotypical, culturally shared its conceptual gender is. In order to elaborate the definition of conceptual gender in the sphere of (cognitive) psychology, I refer to the following subsection.

4.3.3.2.  Psychology

Secondly, it is very important to define conceptual gender from a psychological perspective. From the 1970s onwards, research on stereotypes has turned to the study of male and female associations in society, which resulted in a large body of literature on differences between the sexes, sex-roles, sex attributes, ‘masculinity’ and ‘femininity’ (De Lisi & Soundranayagam 1990: 593). To define the concept of conceptual gender, a selection of this work on (non-linguistic) gender stereotyping has been consulted. For reasons of clarity I have composed a concise model which distinguishes between four core elements in gender stereotyping. In brief, gender stereotyping involves categorising human beings who have similar or different ways (depending on their background, sex, age,…) of attributing objects/qualities/concepts to either the male or female category on the basis of correspondences between attributes of these objects/qualities and either gender. These correspondences can be directly relevant (biologi​cally rooted, perceivable) or indirectly (culturally constructed, i.e. conventional or meta​phorical). In the first subsection the universality vs. culture bondedness of gender and categorisation will be treated. In the second subsection the various attributes associated with gender will be aligned and discussed. In the light of these findings the selection of the present experiment’s test items will be motivated. The final subsection sheds light on the differential way human beings of different languages, ages, classes and sex categorise gender.

	CATEGORISING HUMAN BEING
	OBJECTS/

QUALITIES
	ATTRIBUTES
	CATEGORIES

	-society

-language

-sex

-age

-class/occupation

-…
	
	Direct: rooted in biology 

-natural/observable 

Indirect: cultural constructions

-conventional

-metaphorical
	Male

Female

	A 30 year old French male scholar
	assigns 

-‘chick’ 

-‘talkative’
	on the basis of 

-its smallness and niceness

-its frequent occurrence in women
	to the female category


a) Gender category-attributes association: universal/ culture-related?

Beyond basic physical differences, rooted in biology, the vast majority of gender distinctions are cultural constructions. The fact that specific manifestations of gender distinctions vary across cultures supports this view. Ortner (1974) nevertheless suggests that the female-nature/male-culture association is universal. She argues that these associations are ultimately rooted in reproductive biology. However, she emphasises that both nature and culture are themselves cultural conceptions. Also the dimensions of potency/strength for males and niceness/nurturance for females are supposedly independent of sociocultural influences, a position that has received indirect support from the results of cross cultural studies (cf. De Lisi & Soundranayagam 1990: 597; Kohlberg 1966).

For the present study it is important that the conceptual gender of the test items is shared by the participants of the four language communities involved in the study. In order to achieve this ideal of a more or less ‘constant’ conceptual gender, test items were selected on the basis of their quality as ‘core members’ within gender categories, i.e. the extent to which the items have a ‘high gender loading’ (De Lisi & Soundranayagam 1990: 595-6) and thus tend to be called female or male by most people. (For the selection of the test items, see next subsection.) Moreover, it was taken care of that the participants belonged to the same cultural background, more in particular to the West-European culture. For an account on the selection of participants, see §4.5.3. 

b) Attributes

According to Mullen (1990: 578) the network of gender-related associations includes ‘social roles, physical qualities, and personality characteristics, and also more metaphorical asso​ciations “such as the angularity or roundness of an abstract shape or the periodicity of the moon” (Bem 1981: 354)’. In order to render this network more surveyable, distinctions have been made between the domains of knowledge and experience, with which gender is associa​ted. Following Leinbach et al. (1997: 109), gender is infused in areas of knowledge which are more or less obviously relevant. First, there are the domains in which there is a direct connec​tion of perceivable biological characteristics with either sex. Relevant in this respect is the cognitivist explication of thought as being ‘embodied’. According to Lakoff (1987: preface xiv) 

… the structures used to put together our conceptual systems grow out of bodily experience and make sense in terms of it; moreover, the core of our conceptual systems is directly grounded in perception, body movement, and experience of a physical and social character.

Either rooted in biology or personal and gender-related, these characteristics which are directly groun​ded in experience, are lined out in Table 3. By way of illustration, Leinbach (1997: 111) refers to the way in which men’s and women’s voices are distinguished on the basis of its differen​tial pitch. Another example is the way in which a child detects correspondence between the rougher texture of a man’s face and other rough textures, and between rough texture and gruff or loud sounds.

Other attributes of men and women such as differences in size, bodily contours, and movements patterns –indeed, any detectable difference between the sexes – could feed into the child’s developing category system or gender schema in this way (Leinbach 1997: 111).

However, grounds for gender association are not merely found concretely in nature. A great amount of characteristics or objects from one domain of experience are assigned to those of another domain to which they do not literally apply (cf. Lakoff & Johnson 1980). According to Leinbach et al. (1997: 108-9), these can be learnt readily as a child is taught or simply ob​serves who does certain things and what goes with what. These associations thus reflect co-occurrences of entities and correlations among attributes and can be made on the premise that thought is ‘imaginative’, which Lakoff (1987: preface xiv) explains as follows:

…those concepts which are not directly grounded in experience imply metaphor, metonymy, and mental imagery – all of which go beyond the literal mirroring, or representation, of external reality. […] The embodied capacity is also embodied – indirectly – since the metaphors, metonymies, and images are based on experience, often bodily experience. 

In the overview, the less obvious relevant correspondences have been called rooted in culture, i.e. not biologically. They have been further subdivided into, on the one hand, attributes which are conventionally identified and, on the other hand, attributes which are metapho​rically associated with either sex (cf. Leinbach et al. 1997: 111).

Leinbach et al. (1997: 108) remark that most studies of children’s gender knowledge have focused on this former kind of attributes, i.e. the occupations, activities, and possessions typical of each sex. Concrete observable objects, e.g. irons, hammers, baby bottles, and rifles are shown to children in order to assess children’s knowledge of these objects and activities stereotypically ascribed to each sex (cf. the widely used Sex Role Learning Inventory or SERLI by Edelbrock & Sugawara 1978). 

By contrast, the latter kind of ‘hidden, metaphorical associations’, Mullen claims (1990: 586), ‘have not received much attention in the literature on gender stereotyping.’ Yet, research in this area is highly recommended, assuming that the basic metaphorical structure of a culture’s concepts plays a role in determining the culture’s values (cf. Lakoff 1987), and thus plays a considerable role in the construction of social realities. 

Table 3 below gives an overview of the discussed domains and attributes of gender stereotyping.

Table 3 

	Domains and attributes of gender stereotyping

	
	Male
	Female

	ROOTED IN BIOLOGY          

	Biological physical qualities

Personality characteristics

Haugh et al. (1980) 


	Fast

Big

Strong

Mad

Hard

Mean
	Slow

Little

Weak

Scared

Soft

Nice

	CULTURAL CONSTRUCTIONS

	Conventional

	Social roles

Edelbrock & Sugawara (1978)

“Sex Role Learning Inventory”

Leinbach, Hort and Fagot (1997)

“Gender Stereotyping test”


	Men’s activities, utensils, clothing, tasks,…


	Women’s activities, utensils,

clothing, tasks,…



	De Lisi & Soundranayagam (1990) following Kohlberg (1966)
	“core members” 

Potency/strength
	“core members” 

Niceness/Nurturance

	Bem (1976)
	Power and autonomy
	Expressive

	Metaphorical 

	Osgood (1952, 1960) 

Leinbach, Hort and Fagot (1997)
	Angular

Dark

Colourless

Sharp

Thick

Large

Near
	Rounded

Light

Colourful

blunt

Thin

Small

Far

Sweet

	Ortner (1974), Mullen (1990)


	Nature
	Culture/Artefact


In selecting the test items for the experiment, none were chosen of which the gender asso​ciation could be made directly on the base of biological cues. The focus was on the culturally founded, viz. conventional and metaphorical correspondences. All of the objects and animals selected are themselves ‘core members’ within the gender category. Yet it should be pointed out that following the cognitive principle of ‘Centrality gradience’ (Lakoff 1987: 12), ‘members which are clearly within the category boundaries may still be more or less central’.

Test items have been selected on the extent to which they had a high score on several attribute-dichotomies. As for the conventional correspondences, the first dichotomy concen​trated on is ‘male context related – female context related.’ For instance, items assigned to the female category on the basis of their context-relatedness could be women’s clothing or utensils used in women’s activities and tasks: e.g. bra, headscarf, needle, house, apron. 
The second attribute-dichotomy has been ‘potency/strength (male) and nurturance/niceness (female)’. Considering Kohlberg’s claim (1966) that these attributes are important in the child world and form the initial basis of the child’s gender classification system, together with the assumption that the earliest entries into a natural language category form its core (Rosch 1973), we can consider items with a high size/strength or nurturance/niceness-value as core members of the gender category. 

As for the selection of test items based on their gender loaded metaphorical attributes, we can distinguish between four dichotomies. Firstly, there is the dichotomy ‘large – small’ (e.g. air plane, dustbin vs. little finger, butterfly, robin,…). Secondly the dichotomy ‘angular - curved/round/elegant’ (e.g. brick, spear vs. cat, swan). Thirdly the dichotomy ‘dense/hard – not dense/soft’ (e.g. pillow, bird vs. car, brick, cannon). Fourthly, the dichotomy ‘nature-artefact’. As has already been pointed out, the female-nature/male-culture association can be considered universal. Support for the hypothesis of female-nature association can be found in literature, poetry, and colloquial speech. Nature is often cast as female or referred to as ‘she’ (e.g. Woolf 1927); writers have used various forms of flora and fauna as metaphors for des​cribing women and their bodies (de Beauvoir 1952); and in everyday speech we commonly use such metaphors as ‘mother nature’ and ‘mother earth’ (Mullen 1990: 578-57). The world of artefacts contains many items with functional (i.e. conventional) connotations to gender, both male and female (Mullen 1990: 585). Therefore, artefact-quality of an item has been conceived as less stringent than ‘context relatedness’.  

For the present experiment some nature-artefact items have been selected which in an assigning task by Mullen (990: 579) were rated female/male by the great majority of twenty-two second-grade students from a private elementary school in Cambridge, Massachusetts, with a mean age of 7 years, 5 months. The nature items are: tree, robin (73 %), house (68 %). The artefact-items are television (86%), airplane (77%), pen (73%). 

Appendix II gives an overview of the items selected; for each item has been indicated which attribute has been determining to categorise the item as either male or female.

c) Categorising human beings

An interesting factor in gender stereotyping is the differential way in which different groups of people categorise gender. The core of this investigation seeks to find evidence for a dif​ferential categorisation between different language communities. Of course, within these groups, the variations among ‘categorisation human beings’ is still manifold. Very interesting in this respect is the study by De Lisi and Soundranayagam (1990: 596) which investigates the differences in the sex stereotypes formed by subjects responding to their own or to the other sex. In their experiment in which 217 adjectives were rated on Likert scales according to how well each adjective represented typical Men or Women, they had to distinguish between ‘Consensual Core Members’, i.e. those adjectives women and men agreed upon as to their core membership, and ‘Nonconsensual Core Members’, i.e. adjectives rated as core members of a gender group by only one sex of subject group (603). Research on gender stereotyping has been conducted mainly with children as an attempt to lay bare bear the roots of stereo​types. Leinbach et al. (1997) found that 4-, 5-, and 7-year-olds make use of direct associations and nonliteral (conventional and metaphorical) associations in assigning objects to each sex. Mullen (1990) worked with 7-year old children to test the nature-artefact distinction. Winner (1988) suggests that children comprehend metaphorical analogies readily and that such associations can structure the organisation of knowledge from an early age. De Lisi and Sundranayagam investigated sex role stereotypes with college students. Still open to research remain differences in gender categorisation by people belonging to various economic, professional, social, political and religious backgrounds. 

Although gender stereotyping is not the focus of this inquiry, the experiment’s qualita​tive research part (see §4.5.2.4) appeared very valuable for such research, since it yielded a huge amount of motivations for gender categorisation by a large and heterogeneous group of par​ticipants. However, this interesting information will only be consulted to the extent it is relevant for conclusions on linguistic relativity. 

4.3.4. LANGUAGE: grammatical gender

	PHENOTYPE
	CRYPTOTYPE
	UNSYSTEMATIC

	Arabic
	French
	Dutch
	English


This study concentrates on four languages. Three of them are representative of what Whorf  ‘lumped’ into one group called SAE, or ‘Standard Average European’ (Whorf 1956: 138), viz. French, Dutch and English. But next to these ‘Indo-European dialects’, which according to Whorf (1956; p.214) are ‘cut to the same basic plan, being historically transmitted from what was long ago one speech community’, the selection for a non-European language has been opted for. The ‘startling conclusion [of linguistic relativity] is not so apparent if we compare only our modern European languages. […] When Semitic, Chinese, Tibetan, or African languages are contrasted with our own, the divergence in analysis of the world becomes more apparent.’ The fourth language of investigation is Arabic.

The selection of Arabic, French, Dutch and English is motivated on the basis of their gender systems, more in particular their marking of gender of object and animal nouns. The gender systems of each of the four languages can be explained by means of 3 criteria. 

Sera et al. (2002: 378) already define two ways in which gender systems can differ from each other. Firstly, they can differ by the number of grammatical categories that carry gender information. Languages that mark gender morphologically across several grammatical categories are often described as being ‘gender loaded’. The categories in which gender is marked, can be pronouns, determiners, nouns, adjectives and verbs. This study concentrates on nouns only. Next to the gender loaded languages we find those which Clarke et al. label ‘unsystematic languages’, in which a category (in this case, gender of object and animal nouns) is marked ‘sporadically, or in a variety of ways, or not in the grammar’ (Clarke et al. 1984: 64). This latter type of languages disposes of a gender system that can be conceived of as ‘conceptual’ (cf. § 4.3.3). With respect to unsystematic languages, Jakobson (1985: 108) points out that the opposition of feminines and masculines could possibly loose any semantic pertinence. In stating this he refers to an experiment conducted in the Moscow Psychological Institute (108) where some of the participants (speaking an unsystematic language) said the question to personify inanimate objects made no sense. However, among the Dutch and English participants of the present experiment no such objections were raised. The very smooth course of the experiment suggests that the opposition of feminines and masculines in the absence of linguistic gender loading does have semantic pertinence, and thus the idea of conceptual gender is far from a theoretical abstraction.

A second way of distinguishing between grammatical gender systems is the number of grammatical gender categories they have. This number can vary between zero, 2 or 3 or can even amount up to 20. Examples of the latter are rare, e.g. Thai, Sesotho, and the already mentioned Senegambian language Fula (see §4.2). In the present study, only masculine and feminine gender are investigated. Neuter may or may not exist as a category, what matters is whether within the class of object and animal nouns distinctions between masculine and feminine are made or not.

A third way to categorise gender systems is based on a distinction made by Whorf himself: gender systems of ‘systematic languages’, as opposed to ‘unsystematic languages’, can be either phenotypical/overt or cryptotypical/covert. For a detailed account on the defini​tion of these terms, I refer to §2.4. 

Despite these criteria, the categorisation of the gender systems of the four experimental languages, is rather problematic. This becomes clear when comparing the categorisation made in current research on linguistic relativity on the one hand and those made by Whorf on the other. For example, in current research on gender attribution (e.g. Sera et al 2002, Clarke et al 1984) English gender is categorised as grammatically unmarked, a categorisation which deviates from the one made by Whorf. According to Whorf (1956: 90) ‘English gender is grammatically marked, more in particularly cryptotypical, as this language represents ‘another type of covert category. Each common noun and personal given name belongs to a certain gender class, but a characteristic overt mark appears only when there is occasion to refer to the noun by a personal pronoun in the singular number.’ The following quotation by Whorf presents vocabulary that ranges from words for inanimate object (artefacts, natural concepts and body parts) to words for animals, in order to exemplify the claim that English is a cryptotypical language with respect to its gender system:

Nor would knowledge of any “natural” properties tell our observer that the names of biological classes themselves (eg. animal, bird, fish, etc.) are ‘it’; that smaller animals usually (italics added) are ‘it’; larger animals often ‘he’; dogs, eagles, and turkeys usually ‘he’; cats and wrens usually ‘she’, body parts and the whole botanical world ‘it’; countries and states as fictive persons (but not localities) ‘she’; cities, societies, and corporations as fictive persons ‘it’; the human body ‘it’; a ghost ‘it’, nature ‘she’; watercraft with sail or power and named small craft ‘she’; unnamed rowboats, canoes, rafts ‘it’, etc. The mistakes in English gender made by learners of the language, including those whose own language are without gender, would alone show that we have covert grammatical categories, and not reflections in speech of natural and noncultural differences (Whorf 1956: 90-91).

In line with the current research on gender attribution, however, the present study too deviates from this idea that English gender is a covert grammatical category, at least, not in the case of inanimate objects and non-dimorphic animals. We believe that English gender for these par​ticular nouns is not grammatically marked, but conceptually motivated (cf. §4.3.3). Therefore, we claim that the English gender system should be categorised as ‘unsystematic’, rather than ‘systematic’.
I do agree with Whorf that in English no natural properties (cf. §4.2) act as a cue to the categorisation of the items listed as either female, male or neuter, for the very reason that most of these items, firstly, do not dispose of biological sex, and secondly, ‘neuter’ is non-existent in nature; a living being is either male or female or hermaphroditic. Therefore I agree that there are no reflections in speech of natural and noncultural differences and that these distinctions are ‘no objective differences that would be the same for all observers.’ However, open to discussion is Whorf’s conclusion that the English genders ‘rather seem to be covert grammatical categories’ (Whorf 1956: 91). We are inclined to conceive of these gender categorisations as not grammatical but merely culturally motivated. English gender is thus what I earlier referred to as ‘conceptual gender’ (cf. §4.3.3). 

The motivation for this divergent classification of English gender as conceptual can be found in the quotation by Whorf itself. First of all, the vocabulary listed, viz. the words usual​ly referred to with ‘he’ and ‘she’ (see underscoring), almost perfectly reflect the gender stereotypes accounted on by De Lisi & Soundranayagam (1990), Ortner (1974), Mullen (1990): artefacts, potency/strength are associated with masculinity; nature, niceness and nurturance are associated with femininity. Secondly, when pointing out that “smaller animals usually are ‘it’, larger animals often ‘he’, dogs, eagles, and turkeys usually ‘he’, cats and wrens usually ‘she’”, Whorf implies that the gender attribution of these words depends on what is usually done, and thus varies according to what he calls ‘common sense’ experience, i.e. context or culture. Grammatical categories, at least on the level of the language system (Saussurian ‘langue’) (cf. §4.3.3.1) are fixed. As a result, this study preferred to classify the English gender for inanimate objects and non-dimorphic animals as proposed by Clarke et al. 1984: 64), viz. as an ‘unsystematic category’, i.e. a category which is marked ‘sporadically, or in a variety of ways, or not in the grammar’. Of course, it should be borne in mind that English gender is grammatical (and covert) in the case of nouns other than those experimen​ted on in the present research; i.e. person names, ships, nations and the ‘borderline beings’ depending on the extent to which they are personalised (cf. Biber et al. 2002: 88; see below). In the next sections, the gender systems of each of the four experimental languages are discussed.

4.3.4.1.  Unsystematic languages

a) English

English is the most pure example of an ‘unsystematic’ language with respect to its gender system. The account on grammatical gender in English in Foley & Hall (2003: 248) and Biber et al. (2002: 85-88) reveals the following: English has no masculine and feminine inflections for determiners, adjectives and most of the nouns. Gender is grammatically marked in pro​nouns and a subcategory of nouns (namely person names) only. These can be said to have a ‘natural’ gender: e.g ‘he’, ‘hers’, ‘which’ or ‘Tom’, ‘girl’, ‘chairwoman’ etc. Their distribu​tion is, as Audring (2006: 71) claims, clearly ‘semantically’ motivated – the term ‘seman​tically’ here to be understood in a general non-linguistic sense, gender being motivated by culture. (This is an example where grammatical gender and conceptual gender overlap). We can distinguish three gender categories. Masculine and feminine are used to refer to male and female people only. Neuter refers primarily to inanimates (including abstractions). Conse​quently, all inanimate objects get a ‘which-it-coreference’ (Devos et al. 1991: 21). Biber et al. (2002: 88) however point to some occasions where objects, in particular nations and ships, are referred to with she, as a conventional form of personification. The case with animals can be more complicated, the authors claim that ‘linguistically, babies and animals are ‘borderline beings’, who may not entirely qualify as ‘persons’. So it is a convenient way to refer to them if their sex is not known.’ Since this is particularly the case with the animal items tested in the present experiment, a female or male attribution of gender as a result from English gramma​tical gender system is out of the question. The cases of pronouns and person names demon​strate how closely their grammatical gender and conceptual gender are intertwined. This means more reason to assume that the attributions by English speakers to object and animal nouns, which are not grammatically marked, is purely realised on the basis of conceptual gender. 

b) Dutch

Standard Dutch was chosen as the second language representing the ‘unsystematic’ category, since its gender marking for object and animal nouns is, albeit to a lesser extent than in English, ‘unsystematic’. However, it would be erroneous to label Dutch as a purely ‘unsystematic’ language, since in terms of its current official language system, its history, and contemporary variety, Dutch is clearly grammatically marked for gender.

From Hüning et al. (2006) and Devos et al. (1991) we gather the following information. Firstly, the official language, called AN or Standard Dutch has three grammatical gender categories: masculine, feminine (both ‘de-woorden’) and neuter (‘het-woorden’). Gender is thus marked in the determiner ‘de’ or ‘het’, but also in the adjectives (their inflection depending on the determiner) and in the pronouns. Considering this, Dutch has to be labelled as a gender loaded language, more particularly, a language in which gender is an covert category or cryptotype, since it is syntactically marked by frequently occurring ‘reactances’ in the form of agree​ment within the NP and pronoun coreference (cf. §4.3.4.2.c). Yet, this gender loaded character of Dutch does not need to detract from the classification of Dutch as an ‘unsystematic’ language in the present study. As already mentioned, the focus of this study is on the categorisation of nouns for inanimate objects and animals into the male or female category only. And since Dutch determiners and adjectives only distinguish between neuter on the one hand and mas​culine-feminine on the other hand, gender marking between the latter two being unmarked, Dutch is valid as an ‘unsystematic’ language in this experimental context. Even pronouns, referring to inanimate nouns, do not make the distinction masculine-feminine anymore. In his research on pronominal gender in the varieties of Dutch, De Vogelaer (2006: 89) states that the pronominal reference to inanimate nouns in Standard Dutch (in the northern variety, and increasingly in the southern variety) happens by means of masculine hij (to refer to female and male inanimate nouns) and het (to refer to neutral words). 
The above account already bears the suggestion that the Dutch gender system is developing. In this respect it is quintessential to mention the phenomenon of ‘gender loss’, which has been affecting -and still is- the Dutch language system. According to Audring (2006: 71) the Dutch traditional triadic syntactic system is developing towards a new semantic system, i.e., more in the direction of English, where gender marking is clearly semantic. With traditional triadic system is meant that in the past the three gender categories, masculine, feminine and neuter, were marked differently. In the earlier stages of Dutch this happened, on the one hand, cryptotypically, i.e. by means of the syntactical agreement between noun and determiner, adjectives, pronouns, and on the other hand, phenotypically, in the case marking of the noun itself. The phenomenon of gender loss has to be seen against the background of a general tendency of Germanic languages to develop away from a synthetic language system (based on flexion) to an analytical one (based on word order and function words). However, the extent to which the various Germanic languages have undergone this overall tendency, whether or not accompanied by the phenomenon of gender loss, varies in time and effect. According to De Vogelaer (2006: 89), the Dutch gender system is more innovative than the German one, but more conservative than the English one. As to the amount of gender categories, English, which already underwent gender loss, has a dual gender system, while German still has a triadic system. Dutch finds itself between both these languages in its present development from a triadic grammatical system towards a semantic dual system. In addition to that, English, German and Dutch do not only differ as to the amount of gender categories, but also in the way a particular noun is attributed to a gender category. In English, the choice of the pronoun is highly predictable on the basis of the semantic features of the referent (De Vogelaer speaks in terms of ‘semantic gender’ (91), which can be equated with the study’s ‘conceptual gender’). In Dutch, the choice of the determiner and flexion of the adnominal complements happens almost without exception in agreement with the grammatical gender of the phrasal core, as is the case in German. However, Dutch resembles English in the choice of the pronoun, which, in some varieties of Dutch, is almost exclusively semantically grounded (91). In his attempt to reconstruct the pattern of gender loss cross-linguistically, Audring (2006: 72) found a connection with the Agreement Hierarchy: determiners and adjectives are most susceptible to this reduction, to a lesser extent, predicative elements and the least, relative pronouns. Personal pronouns often remain unaffected (72). In modern spoken Dutch the gender loss already affects the relative pronouns. Corpus research has proven the distribution of pronouns is semantically motivated. In reference to objects, speakers distinguish between countable and individualised referents, for which a male or ‘genus commune’ is used (79). Only female animals are referred to by means of the feminine relative pronoun. To conclude, present day Standard Dutch has, as van Haeringen (1956: 28-29) points out, only the ‘genus commune’ (‘uter gender’) and ‘neutrum’ left. 

In the unofficial varieties of Dutch however, the traditional triadic pattern of gender marking is still reflected. I am referring to the Dutch dialects, which can be roughly subdivided in either the litoral dialects and continental ones. Still vital are the continental Brabant dialects (i.a. the Antwerp dialect). Ooms and Van Keymeulen (2005: 50-52) point out that, in contrast to Standard Dutch, these dialects preserved the three grammatical genders, and did not loose the feeling of grammatical gender. Gender is marked in the indefinite determiners. While AN has only een, Brabant dialects have four: e, een, ’n, ne en nen depending on the gender of the following noun. Also the Standard definite determiner de, has two forms de (f) and den (m) in Brabant dialects. The flexion of adjectives differs for all three gender categories to which the following noun belongs (59). Compared to the gender system of the Brabant dialects, that of the dialects more westwards, is marked less distinctively. For example, in the west of Flanders we find both the continental and littoral varieties of West-Flemish. Continental West-Flemish resembles the Brabant gender system in the sense that both the indefinite determiner een and a number of other word categories taking the slot of a determiner, i.e. the negative determiner geen, the demonstrative pronoun die and possessive pronouns, have different forms depending on the grammatical gender of noun in the NP. In the littoral West-Flemish however, these flexions are unknown, since only the indefinite forms are used, regardless of the nominal gender. Because speakers of littoral West-Flemish do not make a difference between feminine and masculine flexion, similarly as English speakers, they lack the sense of the original grammatical gender of words. Like the speakers of the Holland dialect, they tend to treat inanimate nouns as masculine (Devos & Vandekerckhove 2005: 70). The fact that Dutch participants possibly have a dialectic background could pose problems for this study’s experiment. Although all of them are highly familiar with the Standard variety, it is likely that their dialectic backgrounds influence their way of gender attribution. The implication is that these people, theoretically representing the ‘unsystematic language’ category, are in fact representing the ‘systematic’, more particularly, cryptotypical language category. In order to reduce this possibility to a minimum, the participants selected have been mainly speakers of littoral West-Flemish or people who do not speak dialect anymore. However, possible effect of dialectic influence can not be ruled out completely, since all Dutch speakers are acquainted with what is called  ‘Interlanguage’. This term denotes the informal speech in Flanders, of which linguistic description is scarcely out of the egg (for an ‘interlingual’ grammar in a nutshell, I refer to Geeraerts, Penne & Vanswegenoven 2000: 162-63;  Taeldeman et al. 2001 and the master dissertations by De Lathauwer 1990; Van Laere 2003 and Everaert 1998). ‘Interlanguage’ is a dynamic linguistic variety between Standard Dutch and Dutch dialects, each of which it adopts certain features depending on the dialect background of its speakers. Yet, Interlanguage has a highly Brabant nature, which is a reflection of the Brabant cultural, political and socio-economical supremacy in Flanders from the 14th century onwards. As a consequence, the specific Brabant gender marking is often adopted by Interlanguage speakers, although they lack the Brabant dialect background.

To conclude, in the context of the following experiment, we conceive of Dutch as having an ‘unsystematic’ gender marking for objects and animal nouns. This was ensured by a selective recruiting of participants. As will be clear from the experiment’s results, this classification of Dutch as ‘unsystematic’ appeared correct. The results from both experimental rounds (see §4.5 & §4.6,) revealed that Dutch hardly differs from English with respect to categorisation. Besides, in the ‘motivation round’ (see §4.5.2.4) none of the comments by Dutch participants showed trace of linguistic influence. Nevertheless, apart from the experiment with its restricted focus, it should be borne in mind that the hybrid gender system of Dutch is still very different from English. As we read in Audring (2006: 71), the nominal gender distinction still exists and impedes ‘the development of a pure semantic system as in English. After all, the lexical gender of the noun, which is not or not primarily based on a semantic characteristic, is still producing effect on the pronoun’. Therefore, Dutch could be considered as occupying an intermediate stage between the pure ‘unsystematic’ language English on the one hand and the gender loaded languages on the other hand. 

4.3.4.2.  Gender loaded languages

a) French

The French system possesses two gender categories, masculine and feminine. French counts as a gender loaded language. Morphological gender information is marked in the article, adjective and sometimes past participle in agreement with the noun (Grevisse & Goosse 2007: 585). Furthermore, also the French pronominal system is gender marked. French diverges greatly from Dutch and English in, e.g. the agreement between the possessive pronoun and the head of the NP: the possessive pronoun does not adjust its form to the referent, as is the case in Dutch and English, but to the gender and number of the head of the phrase (Devos et al. 1991: 53).
 Within the category of common nouns, grammatical gender of inanimate nouns is found to be cryptotypical. In contrast to Arabic, it is not phenotypical in that gender is not overtly marked in the noun itself (Grevisse & Goosse 2007: 588). Its sense nor its form give clues about gender. However, in some cases there is morphological marking. Certain forms’ suffixes are indicative for gender: words ending in -age, -asme, -as, -ament, -ement, -ier, -in, -is, -isme, -illon, -on, -oir are masculine, words ending in -ade, -aie, -aille, -aine, -aison, -ance, -ence, -ée, -ille, -ise, -ison, -sion,  -té, -tion, -ude  and diminutives with -ette are feminine (Riegel 1998: 172). Yet, in each of these cases, the exceptions are numerous, which renders impossible the formulation of a rigorous rule on French gender for inanimate nouns (Grevisse & Goosse 2007: 588). Gender of inanimate nouns in French is cryptotypical, since, in line with Whorf’s definition (1956: 89), the class-membership of inanimate words is not apparent until there is a question of using it or referring to it. French gender class requires some sort of distinctive treatment: the class mark is marked by frequently occurring ‘reactances’, i.e. by syntactical markings as agreement within the NP and pronoun coreference.

b) Arabic

Like all Semitic languages, Arabic distinguishes between two gender categories: masculine and feminine. Applying Lucy’s definition of Whorf’s overt/covert categories (1992: 26) on Arabic gender, the latter can be said to be overt, since it has ‘a formal mark which is present (with only infrequent exceptions) in every sentence containing a member of the category.’ Arabic is a language from the Semitic family which is maximally gender loaded. Gender is both mor​phologically and syntactically marked: it can be gathered from both the word form as well as a certain patterning of the whole sentence. 

Firstly, Arabic gender is morphologically marked in the noun itself. The mark for femininity is the ‘Feminine sign’ ‘t’, probably a demonstrative in origin. This sign occurs in double shape, viz. as ‘at’ and as ‘t’, which originally must have been orthographic variants (Brockelmann 1961: 405). Schulz (2004: 4 & 113) refers to this feminine sign as  ﺓ = Ta’ marbuta, which he defines as a special form of the Ta’. It is said to occur in final position only and is pronounced as a short /a/ when the word occurs isolated. However, if the word is the first term of a genitive construction, it turns into ‘t’. Masculinity, by contrast, is generally represented through the pure stem (Brockelmann 1961: 404) and thus stands in opposition with its formally marked female counterpart in the paradigmatic sense. However, Schulz (2004: 5-6) lists a number of words denoting feminines that do not end with Ta’ Marbuta: words for persons or animals which are feminine by nature, e.g. mare, mother, the names of most countries and all cities, designations of many parts of the body which exist in pairs: e.g. leg, forearm, and words that are always used as feminines, e.g. ax, liver, soul, earth, heaven,… Another series of words are used as either masculine or feminine, e.g. way, knife, tooth etc. Finally, Arabic also uses ‘Alif maqsura’ to denote feminines. Since these cases are rather exceptional, I will not go more deeply into them.
Secondly, gender is also syntactically marked in Arabic (Schulz 2004: 83-102).  Femininity and masculinity can be gathered from agreement of adjectives, since each adjective in Arabic has a masculine and a feminine singular form as well as a masculine, sound or broken, and a feminine plural form (83). Agreement as for gender is also marked in demonstrative pronouns (98) and relative pronouns (99). Pronouns, being merely substitutes for nouns, can like nouns be used as qualifiers. In this use, they take the form of the elements attached to the end of the qualified noun and are written as one word with it. E.g. ‘-ka’ is your addressed to a single male person, ‘-ki’ is your addressed to a single female, ‘-kum’ is your addressed to several males, ‘-kunna’ is your addressed to several females, ‘-hu’ is his (or its if the noun alluded to is non-personal but grammatically masculine), ‘-ha’ is her (or its if the noun alluded to is a non-personal plural (Beeston 1968: 37). In contrast to French the definite article ‘the’ remains unchanged regardless of gender. There is no indefinite article in Arabic (126). Also, the sen​tence patterning gives cues to gender. Arabic has two basic types of sentences: nominal sentences which start with a noun or a pronoun and verbal sentences, starting with a verb. The simple nominal sentence consists of a subject and the predicate (170). Within this latter type there is agreement in gender between the subject and the adjectival predicate, e.g. the girl (f) is big (f). Agreement in gender also exists between a pronominal subject and a nominal predicate, e.g. he (m) is a doctor (m). The choice of predicate in a wh-question is determined by the gender of the persons of objects referred to. The personal pronoun which has to be inserted into the wh-question also depends on the gender of the predicate. Agreement in gender must also be observed between the verb which introduces a sentence and the following noun: both masculine form and feminine form may be used for indicating existence, i.e. ‘there is/are’. For example: there (m) is a doctor (m) (172-173).

In verbal sentences, there is always agreement in gender between verb and subject. Nevertheless, the masculine form is always used in the case of verbs which are construed im​personally or passively – in spite of occurring together with a feminine subject. Moreover, it can be used if the (feminine) subject does not follow the verb immediately (175).

In the present study, since gender is grammatically marked, i.e. an overt category, Arabic will be treated as representing the phenotypical languages. Nevertheless, Arabic is not as pure an example of a phenotypical language as Clarke et al. suggest (1984: 66). According to Beeston (1968: 25), although the majority of feminine nouns have the –a(t) ending, the differentiation between masculine and feminine is neither exclusively one of meaning nor exclusively one of form. All nouns denoting male persons are masculine, although a few of them have the –a(t) ending, all nouns denoting female persons are feminine, including some which do not have the –a(t) ending. Furthermore, there are a few nouns denoting things and not persons, which are grammatically feminine although lacking the -a(t) ending.

The reason for the existence of these irregular cases is explained by Brockelmann (1961: 404): the ‘feminine ending’ should be conceived of as a morphological marker denoting more than grammatical and/semantic gender. As is the case with many languages, Semitic languages originally consisted of a big amount of degree and value classes (Rang- und Wertklassen). In contemporary Semitic language use only two of these classes have remained: the first class consisting of nominal forms (masculine) and the second class con​sisting of forms having the ‘feminine ending’. Nevertheless, this historical fundament of differential classes remains latently present in the current dichotomy of the first and second class. As a consequence, the Feminine ending or Ta’ marbuta can have a meaning which is not primarily sexual, but it rather expresses the extent to which the feminine sex in later opinion was considered as something inferior. The original meaning of this ending in Semitic languages is nowadays also preserved outside the sexual field. The ending -at is found with nouns which are derivations of the pure nominal stem, which in relation to this stem express something secondary, hence inferior (418).

To conclude, the differentiation between masculine and feminine is neither exclusively one of meaning nor exclusively one of form. In terms of the present study this means that grammatical gender (–at as a morphological marker) and conceptual gender (the Rang- und Wertklassen/meaning) are tied up. Although this could have rendered the present experiment difficult, since it is built on a distinction between grammatical and conceptual gender, this problem was avoided by a careful selection of only those words of which, as Brockelmann (1961: 404) observes, the grammatical feminine sign (grammatical gender) cannot be explained on the basis of either sex or ‘bei der Belebung von Sachen und Begriffen’ (con​ceptual gender). 

4.4. Review of related literature

In order to contextualise the subject and method of the present investigation, I would like to review three older studies on gender classification which were consulted for the present study. The first is a paper by Clarke, Losoff, McCracken and Rood (1984: 48), in which two earlier studies are reviewed. They proffer opposing conclusions about the relationship between gender loading in languages and the perception of gender. The first study conducted by the University of Michigan Language Behavior Research Group (Guiora & Acton 1979), indica​ted that adult speakers of English and Hebrew categorised objects/concepts in essentially the same fashion regardless of native language (Clarke et al. 1984: 49). A replication of this study (Clarke et al. 1981), by contrast, underscores the Whorfian Hypothesis by indicating that Arabic speaking adults categorise essentially asexual objects/concepts in a markedly different way from English speaking adults. Clarke et al., in their more recent paper (1984: 48) suggest that both these gender studies focus on a narrow and superficial aspect of the hypothesis, re​sulting in epistemological errors and methodological weaknesses. They examine the episte​mological framework for Whorf’s ideas, discuss the methodological implications and suggest avenues for further research. This study aims to meet the need, pointed out by Clarke et al. (1984: 47), to develop a theoretical framework that accurately mirrors the complexity and subtlety of Whorf’s views on the relationship between language and consciousness. Fur​thermore it adopts their concept of ‘unsystematic languages’.

A second study by Sera, Elieff, Burch, Forbes, Rodriguez & Dubois (2002) investi​gates the effects of grammatical gender on classifications of gender, by setting monolingual English-, Spanish-, French-, and German-speaking children and adults to a task in which male and female voices had to be assigned to inanimate objects. The experiment conducted in the present paper has borrowed this study’s methodology to a large extent. For a detailed account of this methodology, see §4.5. The main conclusion by Sera et al (2002: 385-7) is that Spanish and French speakers’ assignments vary systematically as a function of grammar, which ‘provides strong evidence that grammatical gender influences classification’ (385). Surprising however, is their conclusion that the German speaker’s judgments did not vary according to German grammatical gender in the same way the judgments of French and Spanish speakers varied (387). In order to verify these findings, Sera et al (2002: 388-393) simulates the performances of Spanish, English and German speakers by means of connectionist models. These models closely approximate the pattern of performance for each language group, leading to the overall conclusion that the specific properties of a language’s grammatical gender system (i.e. whether it is case based and gender loaded and has two or three gender categories) determine whether effects of grammatical gender will be observed for male-and female-like judgments (387). 

A third study on the concept of gender is the one by Miguel Pérez-Pereira (1991). He argues that grammatical and ‘perceptual gender’ [conceptual gender] are independent. An experiment was conducted with 160 Spanish speaking children from 4 to 11 years old. They were presented items in which the three clues for Spanish gender (semantic, morphophonolo​gical and syntactic) were presented either incomplete, in conflict or combined. This experi​mental manipulation made it possible to test the relative strength of the different types of competing clues. Put concretely, children were shown drawings of imaginary beings, either having or lacking natural gender (semantic clue), accompanied by grammatically correct, yet non-existent word (grammatical clues), e.g. a picture of a male figure wearing trousers called ‘tiba’, thus grammatically female. The criteria used to determine the attribution of noun gender were made apparent by the gender agreement the children used on the adjectives they themselves produced. Pérez-Pereira found that children generated the adjectives that matched the grammatical information, even when the perceptual information pointed to an opposite gender. The results gave support to the theoretical view that children pay far more attention to syntactic and morphophonological (intra-linguistic) information than to semantic (extralin​guistic) information. Furthermore, because children ignored the perceptual gender of the figures when generating adjectival endings, these findings suggest that language and percep​tual processing of gender are independent.

The present experiment resembles the one by Pérez-Pereira in its aim of finding out which information is primordial in gender categorisation, intra-linguistic grammatical gender or extralinguistic conceptual gender. However, participants in the present experiment will not get intra-linguistic clues at all. When you present extra-linguistic clues only, i.e. by means of a gender neutral picture of an object or an animal, the question is whether language, implicitly present in the speaker’s mind, is going to play a part in the categorisation of the objects. 

4.5. Methodology

4.5.1. Methodological obstacles

In an attempt to design a research procedure for testing the validity of the Whorfian hypo​thesis, a number of difficulties arise. The first of these obstacles has already been treated in §4.2, i.e. the relationship between perceptions of reality and linguistic markers (illustrated by sex versus gender). A second obstacle, already mentioned in §4.3.2, inevitably hinders all researchers interested in linguistic relativity. According to Clarke et al. (1984: 58) the ques​tion is to what extent researchers can distance themselves from the issues to be studied, in other words, how they can ‘develop research tools and analysis procedures’ in which the relation between language and thought is clear-cut. ‘Language is, of course, a component of culture, and an important variable in cognition and personality.’ This issue is also succinctly stated by Fodor, Bever and Garret (1974: 384):

If […] one is going to explain differences in the cognitive organisation of speakers by reference to differ​ences in the grammatical organisation of their languages, one had better have some way of demonstrating the existence of the former that does not depend solely upon the existence of the latter. 

Language is so much part of the matrix of presuppositions which determine our world view that we cannot examine its role in perception without running the risk of confusing the object to be examined with the tools by which we conduct the examination (cf. Clarke et al. 1984: 58). With respect to comparative studies conducted in two or more languages, Boroditsky (2001: 2-3) poses the problem in a more concrete way: 

There is simply no way to be certain that the stimuli and instructions are truly the same in both languages. This problem remains even if the verbal instructions are minimal. There is no sure way to guard against this possibility when tasks are translated into different languages. Since there is no way to know that participants in different languages are performing the same task, it is difficult to deem the comparisons meaningful.

She even mentions a third obstacle (3), which occurs in both linguistic as well as non-linguis​tic tasks performed by participants. Example of the latter can be ‘sorting into categories’ or ‘making similarity judgments’. The instructions are explicit and require participants to decide on a strategy for completing the task. When figuring out a strategy, participants may simply make a conscious decision to follow the distinctions reinforced by their language. Conse​quently, a task-performance may differ from real-life performances, where instructions remain implicit, and strategies are figured out unconsciously. In the sections which follow, these three obstacles have been borne in mind and dealt with as far as possible.

4.5.2. Materials & Procedure

4.5.2.1.  Quantitative research: Test programme – part 1: assigning round

For the purpose of this experiment an online test programme has been constructed (see: www.j-artsoft.be/thesislaura.aspx). Circa 200 French-, English-, Dutch- and Arabic speaking people were sent an email which invited them to collaborate to my master thesis. In order to avoid responsive biases, this mail offered no information about the study’s theme of linguistic relativity. Rather, the participants were introduced to a fictive story of me making an anima​tion movie in which animals and objects appear as actors. The participants were kindly requested to offer advice about the voices, male or female, of these acting objects. This procedure of contributing physical voices to objects/animals, rather than calling objects either male or female, reduces conscious associations with language or grammatical gender. This way of working is based on Sera et al. (2002: 381). The test took approximately 15 minutes.

Entering the online test programme, each participant can choose his/her mother tongue. In order to render the proceedings as fluent as possible, the instructions are given in the four different research languages. After having entered some personal information, the participant is introduced to the first and main part of the test, in which he/she is presented a series of 33 pictures of so-called acting objects. Each time an at random order of stimulus presentation is used. For each item it is required to press either a pink button with the female icon or a blue button with the male icon. By choosing this presentational format, no linguistic cues whatsoever are to be seen.  

4.5.2.2.  Presentation of items

Thirty test items which met the following conditions, were carefully selected. First of all, they were pictures of either inanimate objects or animals of which no cues to their natural gender are given, thus non-dimorphic animals. 

Secondly, their conceptual gender can be considered more or less universally shared, which means that across different cultures, people categorise these items similarly as either female or male. The selection has been based on the results of the studies on gender stereo​typing cf. §4.3.3.2: particularly these test items were opted for, which can be labelled ‘core members’, i.e. stereotypically female or male. They have a high score on the scales of gender associated categories as nature-artefact, density, angularity, social associations. Nevertheless, one should be aware that this conceptual gender remains hypothetical. 

Thirdly, the hypothetical conceptual gender is the opposite of the grammatical gender in French and/or Arabic, i.e. the gender loaded languages. This discrepancy between con​ceptual and grammatical gender acts as the indicator for a possible impact of grammatical structure on gender categorisation. For a schematic overview of the targets selected, I refer to Appendix I. 

At the very beginning of the picture-presentation, three control items are presented, viz. doll, wizard and lion. These items are first, not gender neutral, so their gender attribu​tion should be self-evident, i.e. corresponding to their natural gender. Secondly, there is no assumed discrepancy between their conceptual gender and their (French and/or Arabic) gram​matical gender. They have been introduced to ensure that the participants understand the task. A wrong attribution would prove either the participant joking or a complete misunderstanding of the test. The results of participants who made errors against these control items, were therefore eliminated. 
4.5.2.3.  Reaction time

Reaction Time (RT) has been introduced into this study for three reasons. First of all, in ad​vancing his linguistic relativity hypothesis, Whorf suggested that language has an influence on thinking of which the language user is unconscious. 

Thus our linguistically-determined thought world not only collaborates with our cultural idols and ideals, but engages even our unconscious personal reactions in its patterns and gives them certain typical characters (Whorf 1956: 154; italics added).

This idea of unconscious linguistic effects, Whorf adopted from Sapir. In the following quote, he literally cites Sapir (1929):

Such examples, which could be greatly multiplied, will suffice to show how the cue to a certain line of behavior is often given by the analogies of the linguistic formula in which the situation is spoken of, and by which to some degree it is analyzed, classified, and allotted its place in that world which is 'to a large extent unconsciously built up on the language habits of the group'  (Whorf 1956: 137; italics added). 

Also the cognitive psychologists hold the view of categorisation as being an automatic and unconscious mental process. We can refer to Lakoff (1987: 6) who claims that ‘in moving about the world, we automatically categorise people, animals, and physical objects, both natural and man-made.’ 

Relevant in this respect is the third obstacle in research on linguistic relativity, discus​sed by Boroditsky (2001: 3) (cf. §4.5.1). When one sets participants to a task, they will prob​ably take the time to reflect on what the researcher is aiming at and figure out a strategy, thus making conscious (possibly linguistically motivated) decisions. By introducing RT, which is made visible by means of a stopwatch on the test screen, it is hoped choices will be made under time pressure and thus more spontaneously. The participants do not have the time to think about strategies, as is the fact in real-life performances.

Secondly, RT is also a very valuable tool for giving indications about the computational costs involved when performing a task. Depending on the grammatical structure (how is gender marked in the language) the computational costs will vary. Not only the reactions between either the gender loaded languages and unsystematic languages can be contrasted (cf. first research question), also the more nuanced second research question can be answered: are there any differences in the effects produced within the group of gender loaded languages, viz. between languages of either the phenotypical (e.g. Arabic) or cryptotypical kind (e.g. French). Since Dutch and English lack grammatical gender, it is expected that the differences between Dutch and English RT will remain minimal. As for the gender loaded languages French and Arabic, on the contrary, the differential gender marking could produce a variable RT. 

Thirdly, RT is also very appropriate to give evidence for what Rosch (1973) called the ‘non-equivalence of category members’ and the existence of ‘core members’. As has been mentioned earlier, the relationship between natural language categories is not one of bipolar opposites, but one of overlap (De Lisi & Soundranayagam 1990: 609), which means that one item might be considered equally male or female to people. However, in the test programme no button with e.g. ‘male or female’ could be pressed. For these more peripheral items, RT appears to be of great merit. In a study on internal structure and RT, Rosch (1973: 135) gave evidence for the fact that the extent to which a category member represents the core meaning of the category (i.e. is a good member of the category) affects time needed for subjects to judge that the member belongs to the category. These findings were reinforced by the unpub​lished 1980 doctoral dissertation by Safaran, referred to by De Lisi & Soundranayagam (1990: 596), who found that core members were verified faster in the reaction time study, which confirms the ‘core to periphery’ processing hypothesis. The present study underscores the relationship between this hypothesis and RT. In the motivation round some people made the comment that an item could be either female or male to them. When verifying the RT of these items, it appeared to be higher. The link between prototypicality and RT will be dis​cussed in more detail in § 4.6.1.1. 

One note of caution merits attention; RT is not unproblematic. A particular RT can be the result from other than linguistic relativistic or cultural effects. The test has been conducted online and on the personal computers/laptops of the participants. Consequently, it is not im​possible that the speed by which the pictures are displayed and the reaction times -on the basis of button clicking- are measured, varies depending on the type of computer or browser used. In addition to that, the computer skills among participants can differ. Therefore, subtle dis​tinctions in RT can only be considered significant with reservation.

4.5.2.4.  Qualitative research: Test programme – part 2: motivation round 

When they have finished the assignment round, participants arrive at the motivation round. They are presented a form with all the depicted items, each time accompanied by the choice they have previously made. It is then asked to enter for as many as pictures as possible (1) what the depicted object/animal is called in their mother tongue, and (2) why they have selec​ted either a female or male voice. In this part RT is no longer measured. 

The motivation round has been introduced since it could act as a check-up in two ways. On the one hand, as already mentioned, by asking the denotation for the test item depicted, it was made sure that the word the experiment intended to test was the same as the word the participant had thought of in perceiving the image. If the participant chanced to interpret the image alternatively, it was verified if this alternative denotation also met the experiment’s requirement of a discrepancy between grammatical gender and conceptual gender (cf. § 4.5.2.2). On the other hand, the purpose was to render explicit the thought processes made during part one of the test. Although the discrepancy between grammatical and conceptual gender is taken as a methodological point of departure, it is not precluded that conceptual gender and grammatical gender can overlap. (Conceptual gender is unavoidably variable.) In these cases, it is impossible to assert which choice was motivated by language and which by non-linguistic factors. Subsequently, by means of this round, it was hoped that the participant’s remarks would give a clue to what had driven them to a particular choice. However, there is an essential restriction to be aware of. As was already pointed out, in​fluence of language on thought is an unconscious process. Language might have played a part in gender attribution, although the comments in the motivation round point to a non-linguistic motivation. Evidence for the fact that the motivation they make explicit in the motivation round reveals rather little about the implicit thought processes of the assignment round, is the following: in quite some cases, people wrote that the choices that they had made in the previous round, were ‘wrong’. This might of course be due to the act of clicking a wrong button, but it is not implausible either that it is indicative for the differences between implicit and explicit thought processes.
4.5.3. INFORMANTS

140 informants have (correctly) conducted the test, viz. 31 Arabic speakers (4 w(omen) -27 m(en)), 43 Frenchmen (18w-25m), 24 Englishmen (13w-11m) and 42 Dutch speakers (28w-14m). In order to secure the classification of Dutch as an unsystematic language, the Dutch participants selected were, either, people not speaking their dialect anymore, or speakers with a littoral West-Flemish background, as this dialect has minimal effect on gender categorisation (cf. §4.3.4.1c). In order to increase the probability that conceptual gender among the totality of participants was shared, the cultural background and profiles of these informants had to be as homogeneous as possible. First of all, speakers of Dutch, English and French can be considered as belonging to the West-European culture. With the Arabic participants, this could be more problematic. The solution was to select Arabic speaking people, living and studying in this ‘West-European culture’, who nevertheless still had Arabic as their first and frequently used language. Secondly, people of the generation born between 1977 and 1987 were assembled. Thirdly, they had either graduated from university or high school recently or are still studying. Of course, even though the informants share these background and profiles, assuming them to share a cultural background remains speculative. In order to know particularly which cul​tural aspects had played a role in the attribution of gender to objects and animals, the test’s motiva​tion round had been inserted. From the informants’ answers could be deduced whether the motivations were either country-bound (e.g. country’s famous animation characters), community-bound (e.g. local TV-programs), or bound to wider cultural background (e.g. widely-know fairy tales), or in the other case, language-bound.


4.6. Results and discussion

The discussion of the experiment’s results will be divided into two parts, each devoted to one of the two major research questions. It goes without saying that, if the results had contradicted the validity of the weak Whorfian hypothesis, dealt with in the first research question, a treat​ment of the second research question addressing its nuances would have been pointless. However, no such resignation appeared necessary since the results corresponded to the hypothesis. Before entering in a detailed discussion of the research questions, some examinational preliminaries will be given. Thereafter, section 4.6.1 addresses the first re​search question by contrasting the results of gender loaded languages with those of unsyste​matic languages. In section 4.6.2 the topic dealt with is the relevance of the distinction be​tween cryptotypes and phenotypes within gender loaded languages in relation to linguistic relativity.

Before the results obtained were submitted to examination, a two-fold check-up was conducted. First of all, the experiment’s hypothetical conceptual gender was checked on its correctness. This means that it was verified whether the conceptual gender taken as a standard for the test programme conformed to the real reactions of the majority of people speaking a language devoid of grammatical gender. As the assumption of a shared particular conceptual gender forms the methodological basis of this experiment, its validity is condi​tional for the reliability of the experiment’s results. This post-experimental check-up can also be considered as a corroboration of the conclusions drawn by authoritative research on gender stereotyping (cf. §4.3.3.2), on which the determination of the experiment’s hypothetical con​ceptual gender has been grounded. It consisted in contrasting the gender contributions (per​centage of female choices) by speakers of English and Dutch, languages in which gender is not grammatically marked. The differences in their respective results were found to be mini​mal; the deviation being insignificant (t(58) = 0.30, p = 77) (see Appendix III). 

Secondly, the validity of test items themselves was carefully checked. Results from participants who either performed incorrectly with the control items or who broke off the test halfway, were eliminated integrally. The check-up resulted in the exclusion of the data from 7 participants. The remaining valid results were cleared from incongrui​ties, viz. the cases where the word the participant had thought of was different from, i.e. had a different grammatical gender from, the word the experiment intended to test. First, all but one French participants interpreted the picture of the gun (intended word: une arme à feu, grammatically feminine) as being un revolver or un pistolet, grammatically masculine. Since in this case the methodological requirement for a discrepancy between grammatical gender and conceptual gender (a gun being a core member of the male category) is not met, this test item was eliminated from the French participant’s results. The same happened in the case of needle, interpreted almost without exception as the feminine word ibrah by the Arabic informants while masculine mihayt was intended. 

A third problematic case was head​scarf of which inter​pretations were far too diverse to bring about valid results. French people read the picture as un foulard, un voile, une femme, une réligieuse, un mannequin,… the Arabs saw it as hijab, mara, ghomar, osboh (m), benssar (m),… Due to the lack of unity of the gram​matical genders of these words, and thus the impossibility to suppose a discrepancy between grammatical gender and conceptual gender, headscarf, too was eliminated from all participant’s test results. 

Fourthly, also the wrong interpretation of fire as une flamme rendered the necessary discrepancy between conceptual female fire and grammatically male le feu problematic. However, since this interpretation as une flamme was rather rare, instead of eliminating the test item as a whole, each case separately was looked at and corrected if necessary. However, correction appeared not necessary in all cases of alternative interpretation. For example, in the case of spider, which quite some people conceived of as une mygale instead of the intended une araignée, no rectifications have been made, since the conceptual-grammatical gender discrepancy (male-feminine) remained intact. The same was true for the French interpretation of little finger i.e. un petit-doigt as un auriculaire and the Arabic interpretation of this item, i.e. hinsarun (m) as finger, viz. ‘isba’un (m). To conclude, gun, headscarf and needle have been left out in each analysis on the effects of language. In the analyses on stereotypes, however, they were preserved, prototypes being language inde​pendent.
4.6.1. RESEARCH QUESTION 1: linguistic effect on gender categorisation

The first two analyses that were conducted addressed the first research question, viz. do speakers of a gender loaded languages attribute gender to inanimate objects and animals of which the sex cannot be visually perceived differently from speakers of languages in which these items are not marked for gender in the language. 

The first one-way ANOVA contrasted the results of the gender loaded language French with those of the unsystematic languages English and Dutch. More in particular, the results focused on the percentages of conceptual or grammatical choices provoked by the test items with a discrepancy between French grammatical gender and hypothetical conceptual gender. The second ANOVA contrasted the Arabic results with those of English and Dutch. The results under consideration were the choices provoked by test items with a discrepancy between Arabic grammatical gender and hypothetical conceptual gender. Both analyses can be viewed in Table 4 & 5, below. It should be borne in mind that for Dutch and English ‘choice: grammatically motivated’ is nonsensical, as neither English nor Dutch dispose of the grammatical genders masculine and feminine for nouns. Consequently, it is apparently useless to get indications of the extent to which the choices by English and Dutch differ from the French/Arabic grammatical gender. However, this way of working is methodologi​cally indispensable: only when contrasting the percentages of grammatical choice in French/ Arabic to those in English/ Dutch, indicating ‘non-accordance with hypothetical conceptual gender’ rather than ‘grammatical choice’, the effects of grammatical gender on the attribu​tions by French and Arabs can become visible. The conclusion of both these analyses was that the attributions by speakers of a gender loaded language are significantly different from speakers of unsystematic languages, more particularly, that the choices in gender loaded languages are significantly more gram​matical than conceptual compared to the choices in unsystematic languages. ANOVA 1: F(2,60) = 10.00, p < 0.001; ANOVA 2: F(2,51) = 6.68, p < 0.01. Correlation between English and Dutch /(r² = 0.92)/. This leads to the overall con​clusion that the weak Whorfian hypo​thesis can be endorsed.

Table 4 

	Choices per test item (French compared to Dutch and English)

	these test items have a discrepancy between French grammatical gender and hypothetical conceptual gender

	
	French results
	
	
	Dutch results
	
	
	English results
	

	Test item
	Conceptual
	Grammatical
	
	Conceptual
	Grammatical
	
	Conceptual
	Grammatical

	guitar
	45,00%
	55,00%
	
	72,50%
	27,50%
	
	66,67%
	33,33%

	spider
	31,58%
	68,42%
	
	65,85%
	34,15%
	
	45,83%
	54,17%

	television
	53,85%
	46,15%
	
	84,21%
	15,79%
	
	79,17%
	20,83%

	pillow
	40,00%
	60,00%
	
	87,80%
	12,20%
	
	83,33%
	16,67%

	butterfly
	58,14%
	41,86%
	
	87,50%
	12,50%
	
	83,33%
	16,67%

	apron
	74,42%
	25,58%
	
	90,24%
	9,76%
	
	87,50%
	12,50%

	fire
	26,19%
	73,81%
	
	30,00%
	70,00%
	
	43,48%
	56,52%

	bra
	88,37%
	11,63%
	
	92,68%
	7,32%
	
	95,83%
	4,17%

	tree
	12,82%
	87,18%
	
	35,00%
	65,00%
	
	34,78%
	65,22%

	brick
	86,05%
	13,95%
	
	94,87%
	5,13%
	
	91,67%
	8,33%

	car
	76,74%
	23,26%
	
	97,50%
	2,50%
	
	70,83%
	29,17%

	dustbin
	58,54%
	41,46%
	
	97,56%
	2,44%
	
	95,65%
	4,35%

	banana
	44,19%
	55,81%
	
	56,10%
	43,90%
	
	62,50%
	37,50%

	spear
	74,36%
	25,64%
	
	90,24%
	9,76%
	
	87,50%
	12,50%

	bird
	46,51%
	53,49%
	
	73,17%
	26,83%
	
	75,00%
	25,00%

	cat
	38,10%
	61,90%
	
	70,73%
	29,27%
	
	83,33%
	16,67%

	swan
	35,90%
	64,10%
	
	80,49%
	19,51%
	
	58,33%
	41,67%

	robin
	29,73%
	70,27%
	
	69,23%
	30,77%
	
	52,17%
	47,83%

	sun
	23,08%
	76,92%
	
	80,49%
	19,51%
	
	58,33%
	41,67%

	pen
	25,00%
	75,00%
	
	53,66%
	46,34%
	
	29,17%
	70,83%

	little finger
	39,02%
	60,98%
	
	58,54%
	41,46%
	
	62,50%
	37,50%

	
	47,98%
	52,02%
	
	74,68%
	25,32%
	
	68,90%
	31,10%


Table 5 

	Choices per test item (Arabic compared to Dutch and English)

	these test items have a discrepancy between Arabic grammatical gender and hypothetical conceptual gender

	
	Arabic results
	
	
	Dutch results
	
	
	English results
	

	Test item
	Conceptuel
	Grammatical
	
	Conceptual
	Grammatical
	
	Conceptual
	Grammatical

	brick
	80,77%
	19,23%
	
	94,87%
	5,13%
	
	91,67%
	8,33%

	car
	46,43%
	53,57%
	
	97,50%
	2,50%
	
	70,83%
	29,17%

	dustbin
	44,44%
	55,56%
	
	97,56%
	2,44%
	
	95,65%
	4,35%

	banana
	38,46%
	61,54%
	
	56,10%
	43,90%
	
	62,50%
	37,50%

	spear
	73,33%
	26,67%
	
	90,24%
	9,76%
	
	87,50%
	12,50%

	bird
	60,00%
	40,00%
	
	73,17%
	26,83%
	
	75,00%
	25,00%

	cat
	53,33%
	46,67%
	
	70,73%
	29,27%
	
	83,33%
	16,67%

	swan
	74,07%
	25,93%
	
	80,49%
	19,51%
	
	58,33%
	41,67%

	robin
	48,00%
	52,00%
	
	69,23%
	30,77%
	
	52,17%
	47,83%

	sun
	60,71%
	39,29%
	
	80,49%
	19,51%
	
	58,33%
	41,67%

	pen
	3,45%
	96,55%
	
	53,66%
	46,34%
	
	29,17%
	70,83%

	little finger
	6,90%
	93,10%
	
	58,54%
	41,46%
	
	62,50%
	37,50%

	moon
	34,62%
	65,38%
	
	53,66%
	46,34%
	
	70,83%
	29,17%

	ostrich
	96,43%
	3,57%
	
	73,17%
	26,83%
	
	79,17%
	20,83%

	house
	20,69%
	79,31%
	
	43,90%
	56,10%
	
	70,83%
	29,17%

	hammer
	85,71%
	14,29%
	
	92,68%
	7,32%
	
	91,67%
	8,33%

	cannon
	92,00%
	8,00%
	
	97,56%
	2,44%
	
	91,67%
	8,33%

	airplane
	19,23%
	80,77%
	
	95,12%
	4,88%
	
	95,83%
	4,17%

	
	52,14%
	47,86%
	 
	76,59%
	23,41%
	 
	73,72%
	26,28%


Next to this conclusion, some interesting observations can be made. 

Not subject for discussion, since wrongly put, is the question why circa a quarter of the choices by Dutch and English speakers are grammatical. As has already been explained, methodological considerations have had a hand in this. Alternatively formulated, a righteous question does raise: how come unsystematic languages, lacking grammatical gender, do not display con​ceptual choices only? The answer is obvious. Ideally, the result for Dutch and English would have been: ‘choice: 100% conceptually motivated – 0% grammatically’. Yet, this result would have been improbable since it implies that conceptual gender is fixed. But conceptual gender is variable by defini​tion. Within this variability there are, however, tenden​cies; people categorise conceptually more or less in the same way. It has been these tendencies (cf. the research on gender stereo​typing) on which basic test items got their ‘hypothetical con​ceptual gender’. A 100% cor​respondence to the genders the researcher had input on a hypo​thetical basis would para​doxically mean that conceptual gender is not hypothetical. As a con​sequence, the current results demonstrate conceptual gender as naturally variable.

On the other hand, it could be asked why the attributions by speakers of gender loaded languages are not 100% grammatically motivated. Somebody supporting the strong Whorf hypothesis would perhaps be surprised to see speakers of gender loaded languages making conceptual choices. Yet, this fact is not so much to our surprise, as linguistic determinism has been ruled out from the very beginning. It is considered natural that French and Arabic speakers appeal to both their linguistic knowledge as well as their conceptual knowledge in order to categorise inanimate objects and animals. Restricting oneself to one resource only while another resource too is readily available would necessarily burden the mental processing. In stating this, we actually dub Franz Boas who outlined the specific nature of grammatical meanings as being compulsory in our speech. According to him speakers cannot avoid using them. In the case of a grammatical gender system which consists of two categories only, the speaker cannot but incessantly repeat a binary selection (either feminine or masculine). In almost every sentence or even clause, one has to deal with a similar choice (cf. Jakobson 1985: 108).
Yet, what we do wonder is, firstly (a) why in some cases linguistic resources are called on and in others conceptual ones, (b) secondly, what the equally spread proportion between these choices means, and (c) why in Arabic the conceptual choices even slightly outnumber the grammatical ones. For the answer of question (c) I refer to §4.6.2 dealing with the second research question, since it already addresses the differences in categorisation within both types of gender loaded languages, viz. phenotypical and cryptotypical. The remainder of this section will be devoted to question (a) and (b). The first subsection concentrates on question (a). If we want to understand the seemingly arbitrary nature of resource consultation, we need to find out which test items provoke which choice and why. Therefore, it is necessary to take a closer look at each test item separately. The reactions they provoked will be discussed in the light of membership gradience. Thus, the subject of the first subsection (§4.6.1.1) will be the link between linguistic relativity and prototypicality, the second subsection (§4.6.1.2) will try to connect the equal choice proportion with the impact of linguistic rela​tivity, in other words, it will be asked to what extent gender categorisation is relative to language.

4.6.1.1.  Linguistic relativity and prototypicality 
As pointed out in §4.3.3.1, ‘membership gradience’ or ‘non-equivalence of category members’ is a central concept to prototype theory as originated by Rosch (1973). The as​sumption is that categories have an internal structure and no clear boundaries. With respect to gender, it refers to the idea that instances of the categories male and female differ in the degree to which they fit the core meaning or are like the focal examples. Some are more ‘central’, others more ‘peripheral members’ of the gender category. Despite the fact that the experiment’s test items are core members, within this selection ‘membership gradience’ can still be found. In order to gain insight into the degrees of membership they display, Graph I was drawn showing the amount of male and female choices by Dutch and English speakers per test item. The higher the amount of either male or female choices, the higher the item’s prototypicality. 

Starting from the right of the graph, in a decreasing degree towards the centre, test items can be found which the majority of participants conceived of as female. The extreme right thus represents the most prototypical members of the female category. At the left we find the core members of the male category. These members at the graph’s extremities, however, being predominantly voted as female or male, still provoked some alternative choices. A core member of the male category, for instance, can be considered an (extremely) peripheral member of the female category. This fact nicely illustrates the idea of ‘categorical overlap’. Furthermore, the center of this scheme consists of the test items which male/female choices were more or less balanced. These are the least prototypical or peripheral members of both the male and female category. Test words with a high degree of proto​typica​lity, those scoring >80% on a either female or male attributions, are respectively headscarf, bra, apron, pillow and butterfly (female) and dustbin, airplane, cannon, gun, brick, hammer, spear, car and television (male). Peripheral members of both categories (scoring between 30% and 70%) are fire, spider, tree, banana, house, pen, moon, little finger and robin. 

[image: image1.wmf]
Before we enter the discussion of these results with reference to linguistic relativity, two more considerations have to be made. First, in order to grasp the reasons behind this spe​cific membership gradience, we should get an insight into the nature of the items being more or less prototypical. Secondly, the link between prototypicality and Reaction Time (RT) has to be studied. 

Table 6 

	aRT / test item unsystematic languages

English and Dutch (measured in deciseconds)



	gun
	12.30417

	cannon
	14.33689

	bra
	14.40549

	car
	14.91667

	dustbin
	15.14422

	brick
	15.53365

	butterfly
	16.92917

	television
	17.11404

	robin
	17.4621

	headscarf
	17.65385

	cat
	17.90498

	hammer
	18.19411

	airplane
	18.77388

	bird
	18.91717

	spear
	19.03963

	spider
	19.42988

	apron
	19.58283

	swan
	19.67327

	banana
	19.99441

	pen
	20.06961

	pillow
	20.40803

	house
	20.41667

	sun
	20.4253

	ostrich
	20.4812

	guitar
	20.9

	moon
	23.24238

	tree
	23.65109

	fire
	24.14185

	needle
	24.50559

	little finger
	30.69309

	Average
	19.20817



First of all, to know what makes an item more or less prototypical, the results as displayed in the prototypicality Graph I were compared to the table found in Appendix II, rating all test items on their representativeness of particular attribute dichotomies. For a detailed account on these attributes, see §4.3.3.2. Per test item marks were given on an intuitive basis for correspondence of the test item to 2 conventional and 4 metaphorical category attributes. Negative marks refer to the fact that an item disposes of an attribute which is normally asso​ciated with the opposite gender. The last column shows the total sum; the higher the item scores, the more attributes it disposes of, the more it is likely to be highly prototypical. Pen, house, needle and banana score negative, spider 0, little finger, fire and tree have a score 1, implying they display none or few of the attributes which normally trigger a particular gender categorisation. These results can be paralleled with the prototypical items at the center of Graph I. In line with this conclusion, it could be expected that the items scoring high in the attribute-table (Appendix II), i.e. airplane, bird, robin, cat and swan which provoke the biggest amount of attribute associations, are found at the extreme ends of Graph I. However, this does not happen to be the case. This could possibly be due to the weight each type of attribute dichotomy has in the mental act of categorisation. It appears that conventional associations out​weigh metaphorical ones. The scores of bra and apron confirm this assumption. However, more specialised inquiry appears necessary to reveal the nature of prototypes and the differential impact of these attribute dichotomies, and to corroborate or reject the latter assump​tion.


Secondly, some remarks about RT have to be made. While predicting the nature of prototypes on the basis of attribute corres​pondence remains a matter of conjecture, the RT needed for subjects to select the category most suited to a member prom​ises to be more reliable as data. If the present study provides evidence of an RT-prototypi​cality link, i.e. by demon​strating that core members are categorised faster, it acts as another reinforcement to the ‘Core to periphery hypothesis’ investigated by Rosch (1973: 135) and Safarjan (1980), cf. §4.5.2.3. This is exactly the conclusion when inspecting Table 6, containing the average RT (aRT) per test item for the unsystematic languages English and Dutch and Graph I, in which an RT-results curve (measured in tenths of a second or deciseconds (ds)) is added to the percentages of female/male choices per item within the unsystematic language group. In other words, in both Table 6 and Graph I, the results under consideration are those by speakers whose reactions are free from linguistic effect. Table 6 shows that gun, cannon, bra, car, dustbin, brick, butterfly, television, robin, headscarf and cat yield RT under average level (=19.21ds). All have RT ≤18ds, with gun scoring lowest. In Graph I, these items are found at the extre​mities, which is indicative of their high prototypicality. By contrast, guitar, moon, tree, fire, needle and little finger yielded far above average level, provoking RT >20ds, with little finger scoring highest. Located at the graph’s centre, they represent the least prototypical members. This observation reinforces the con​clusion that the RT decreases as the proto​typicality increases. However, banana, pen, spider and house appear to be exceptions to the rule: Graph I shows them as the least prototypical examples of gender categories, yet they scored rather low RT compared to their non-prototypical counterparts. Needle and airplane, by contrast, scoring high as core members of the female and male category, have exceptionally high RT. I have no explanation for this deviation from the general tendency of the RT in inverse proportion to proto​typicality. When these exceptional cases are abstracted away, a slight parabolic curve can be discerned in Graph I. If one bears in mind that the test items selected were core mem​bers already, the curve’s subtlety is hardly surprising.

Both membership gradience and its link to RT having been discussed, we will shift now to their relevance with respect to linguistic relativity. 

First of all, it should be asked whether linguistic effectiveness depends on an item’s prototypicality. In order to gain clearer insight, Graph I has been aligned with Graph II & III, visualizing the conceptual choices made by speakers of both gender loaded languages (see Appendix IV). Test items which provoked a high percentage of conceptual choices were located on the extremities of the x-axis (Graph I). As for the French group of participants, these items are (headscarf), (gun), bra, brick, car and apron scoring minimally 70% conceptual choice. Test items producing a low conceptual choice-score, i.e. tree, sun, pen, fire, robin, swan, cat and little finger (<40%), are found at the centre. Except for cat, scoring rather high as member of the female category, all these test items thus appear to be peripheral members. Verifying the Arabic results, (headscarf), ostrich, cannon, hammer and brick (con​ceptual choice: >80%) have high gender loading, i.e. they are highly prototypical. But for the airplane, being highly prototypical, pen, little finger, house, moon and banana (con​cep​tual choices <40%) are peripheral members.

These results give clear indications of conceptual choice being directly proportional to prototypicality. Formulated differently, this means that grammatical choice varies inversely with prototypicality. More specifically, we can state that the higher the prototypical value of an item is, the greater the chance will be that a participant (unconsciously) calls on his/her cultural background knowledge to attribute this item to a gender category. Inversely, the more peripheral an item, the greater the chance a speaker (unconsciously) appeals to his/her lin​guistic knowledge. This equation boils down to the overall conclusion that linguistic relativity and prototypicality are inversely proportional.

This conclusion can be verified by turning to the second round of the experiment. In this round it was required for the participants to make explicit the motivations (i.e. the resources called upon) for gender attribution. The results can be found in Table 7. As grammatical motivations we counted comments of the following kind: un = masculine (cat);  le genre du mot (bra ); feminin word in Arabic (tree). Examples of conceptual motivations by contrast are: il faut de la force pour utiliser un marteau (hammer) ;  les hommes en possède une!!! (banana) ; le soleil est beau, et les femmes sont belles (sun). Unfortunately, only a minority of the participants has commented on their choices, viz. 19/43 Frenchmen and 8/31 Arabs averagely. Besides, only 31% French and 45% Arabs of the comments made explicit grammatical motivations, which a far less than the average 50% grammatical choices of the first round. 
The explanations are quite obvious. It is not improbable that people, who have chosen grammatically without exception, did not see the use of entering this motivation for all 30 test items. So the silence might veil a consider​able amount of grammatical choices. In addition, since linguistic effect might as well work unconsciously, a conceptual motivation in round 2 does not necessarily mean language did not play a role in the first round’s voting. These are already some reasons that remind us of the need to be cautious with this kind of information. In the case of Arabic, needle, pen, car, banana, sun, little finger and airplane (>55%) and in the case of French, swan, sun, pen, pillow, little finger and spider (>40%), both series in upward trend, provoked comments in which grammatical motivations were made explicit. These results thus conform to the inversely proportional linguistic relativity-prototypicality link (cf. Graph I). Some cases, however, provoked a high percentage of grammatical motivations, e.g. airplane and pillow, which implies their categorisation is highly relative to their grammatical gender. Yet, judging by Graph I, they are highly prototypical. The link is also contradicted by the Arabic comments on car and pillow, too. Although highly prototypical according to Graph I, they provoked grammatical motivations in more than 55 % of the comments.

Table 7

	MOTIVATION ROUND

	 BY FRENCH SPEAKERS
	 
	BY ARABIC SPEAKERS

	test item
	gramm mot
	total mot
	gramm mot %
	 
	test item
	gramm mot
	total mot
	gramm mot %

	car
	1
	20
	5.00%
	 
	cat
	2
	8
	25.00%

	bra
	1
	19
	5.26%
	
	robin
	2
	8
	25.00%

	spear
	3
	20
	15.00%
	
	ostrich
	2
	7
	28.57%

	apron
	3
	18
	16.67%
	
	hammer
	3
	9
	33.33%

	bird
	3
	17
	17.65%
	
	cannon
	2
	6
	33.33%

	cat 
	4
	22
	18.18%
	
	swan
	2
	6
	33.33%

	brick 
	5
	24
	20.83%
	
	spear
	3
	8
	37.50%

	banana
	5
	20
	25.00%
	
	bird
	3
	7
	42.86%

	tree
	6
	23
	26.09%
	
	moon
	4
	8
	50.00%

	robin 
	4
	14
	28.57%
	
	house
	4
	8
	50.00%

	guitar
	6
	20
	30.00%
	
	brick
	4
	8
	50.00%

	butterfly
	7
	22
	31.82%
	
	dustbin
	4
	8
	50.00%

	dustbin
	4
	12
	33.33%
	
	needle
	5
	9
	55.56%

	fire
	7
	20
	35.00%
	
	pen
	5
	9
	55.56%

	television
	6
	16
	37.50%
	
	car
	4
	7
	57.14%

	swan
	7
	17
	41.18%
	
	banana
	4
	7
	57.14%

	sun
	7
	17
	41.18%
	
	sun
	4
	7
	57.14%

	pen
	7
	16
	43.75%
	
	little finger
	4
	7
	57.14%

	pillow
	9
	19
	47.37%
	
	airplane
	5
	8
	62.50%

	little finger
	9
	15
	60.00%
	
	 
	
	
	 

	spider
	11
	17
	64.71%
	 
	 
	 
	 
	 

	
	
	
	30.67%
	
	
	
	
	45.32%


4.6.1.2. Linguistic relativity and RT

Having reached the conclusion that there is a link between prototypicality and linguistic rela​tivity and also a link between proto​typicality and RT, one could be led to predict a link be​tween linguistic relativity and RT as well. The validity of such a connection can be investi​gated on two levels, viz. interlinguistically and intralinguis​tically. The investigations on the interlinguistic level include, firstly, a comparison of the RT results between both language groups, i.e. the results of gender loaded languages contrasted with those obtained in the un​systematic languages, and secondly, a comparison of results within the gender loaded lan​guages, i.e. between French and Arabic. Subsequently, investigation on the intralinguistic level is concerned with the comparison of the results within one particular language. We will restrict ourselves to a comparison of the RT results obtained for each test item separately within French and within Arabic aligned with their respective percentages of grammatical choice. Both the comparison of the results between French and Arabic and between the test items within these languages can be restated in terms of a discussion of linguistic relativity with regard to the distinction between cryptotype and phenotype. Since this is the matter addressed by the second research question, the account can be found in §4.6.2. 
	Table 8

 
	UNSYSTEMATIC
	GENDER LOADED

	Test items
	Dutch
	English
	French
	Arabic

	guitar
	19.675
	22.125
	24.2
	24.7241

	spider
	21.6098
	17.25
	20.7105
	28.8

	gun
	12.9
	11.7083
	16.7632
	15.0357

	television
	18.3947
	15.8333
	22.3077
	23

	pillow
	22.0244
	18.7917
	24.075
	25.2143

	butterfly
	17.15
	16.7083
	21.7907
	23.375

	apron
	19.7073
	19.4583
	22.5581
	28.1724

	bra
	14.561
	14.25
	17.8605
	21.7037

	tree
	23.65
	23.6522
	18.4615
	28.3846

	brick
	14.6923
	16.375
	22.3953
	26.5769

	car
	14.25
	15.5833
	18.5116
	23.3929

	dust
	14.8537
	15.4348
	20.7317
	38.7037

	banana
	20.7805
	19.2083
	25.3023
	30.8462

	spear
	20.8293
	17.25
	24.2564
	27.3

	bird
	19.2927
	18.5417
	22.9302
	25.5333

	cat
	18.2683
	17.5417
	22.7619
	25.4333

	swan
	21.8049
	17.5417
	23.5641
	20.4815

	robin
	17.359
	17.5652
	25.5405
	20.16

	sun
	19.9756
	20.875
	19.7179
	20.8214

	pen
	22.0976
	18.0417
	17.25
	18.7586

	headscarf
	16.641
	18.6667
	17.3415
	19.4167

	little finger
	28.2195
	33.1667
	32.6341
	42.1379

	needle
	24.2195
	24.7917
	22.3415
	27

	moon
	23.6098
	22.875
	18.3415
	29.2692

	ostrich
	23.1707
	17.7917
	22.878
	21.3214

	house
	22
	18.8333
	21.4878
	23.6552

	hammer
	13.8049
	22.5833
	15.9744
	15.4643

	cannon
	14.0488
	14.625
	16.3571
	37.76

	airplane
	18.7561
	18.7917
	21.4634
	45.3077

	aRT
	19.25332
	18.82278
	21.39685
	26.12931


The following account sheds light on the findings which resulted from a comparison at the interlinguistic level, i.e. between both language groups. These already poin​ted in the direction of a possible con​nection between linguistic relativity and RT. They were achieved by con​tras​ting RT results of English and Dutch versus French and/versus Ara​bic (see Table 8). A striking obser​vation has been made: RT results in unsystematic languages appeared sig​nificantly different from those the gen​der loaded languages produced. En​glishmen needed 18.816ds averagely and Dutch speakers 19.601ds to decide on an item’s gender. The French and Arabs, by contrast spent 21.419ds, and Arabs even 26.872 ds to vote each item. Conformable to the expectations, the difference between English and Dutch results is insignificant: t(28)=0.79ns, p=44. Correlation being /(r²=0.72)/. In​terestingly, however, the difference between both language groups is signi​ficiant: F(2,84)=3.85, p<0.05. Given this result, it could be concluded that people to whom both a linguistic and cultural resource are available, both informing them on the attribution of items to gender categories, need more time to do so than people to whom only one a conceptual resource of information is available. However, this conclusion should be made with caution. This conclusion appears to contradict the common sense expectation that having more resources available, precisely, facilitates the act of categorizing. At least, it is not excluded that it does when the information both resources provide do not contradict each other. The aforementioned conclusion, however, is based on the totality of test items of which the majority invokes resources which information is contradictive. As a matter of fact, items were selected on the basis of a discrepancy between the information culture provides (con​ceptual gender) and the information language provides (grammatical gender). There is a minority of test items, however, whose conceptual and grammatical gender overlap ‘by coincidence’. I am referring to the items that had the required discrepancy in either French or Arabic, but not both. To categorise these test items, both the conceptual and grammatical resources they activate, provide the speaker with the same information as for gender. For instance, the concept hammer, linguistically masculine in French (un marteau), is also generally associated with men’s work. These test items are: needle, moon, ostrich, house, hammer, cannon and airplane which grammatical and hypothetical conceptual gender overlap in French, and guitar, spider, gun, television, pillow, butterfly, apron, bra and tree in Arabic. Although there are very few, the RT these items and others yielded, brought about some remarkable insights. In what follows, the results will be listed for six possible com​binations, the variables being language type (i.e. French/Arabic), language group (gender loaded/unsystematic) and item type (i.e. contradicting or overlapping resource information, i.e. conceptual/grammatical gen​der discrepancy or conceptual/grammatical gender overlap, respectively). For the complete RT-tables set up according to these variables, I refer to Appendix V containing Tables I till VII. The Tables 9 till 11 below present the conclusions after contrasting the results of one table to another. Subscript d and o refer to gender ‘discrepancy’ and ‘overlap’, respec​tively. The symbol ‘aRT’ indicates average reaction time and ‘ds’ stands for deciseconds. F//E//D and A//E//D refer to a one-way ANOVA between the results of French (or Arabic) and English and Dutch. D//E refers to a t-test which has been conducted to prove that the significance of the ANOVA is due to the difference between F and D+E or A and D+E, and not between D and E, which difference is insignificant in most of the cases. Each time, it is indi​cated whether differences are significant (*) or not (ns). 
Table 9

	Contrasts 
aRT of test items with a CG/GG-gender discrepancy 

With

aRT of same test items in unsystematic languages having CG only.

	

	aRT
	Significance level

	in French 
	

	Fd 
21.90ds (3.548) 

Ed
18.44ds (4.072) 

Dd
19.49ds (4.181)
	F//E//D 
F(2,66)= 4.65* 

D//E 

t(44)=0.87 ns, p = 39 



/(r² = 0.70)/

	in Arabic
	

	Ad
26.97 ds (8.221) 

Ed
19.30 ds (4.144) 

Dd
19.43 ds (3.972)
	A//E//D
F(2,57)= 11.49***


D//E

t(38)=0.10 ns, p = 92 



/(r² = 0.68)/

	Note. Standard errors are indicated in parentheses. 

Asterisks indicate significance levels: * p <0.05;  ** p <0.01;  *** p<0.001.



Table 10

	Contrasts 
aRT of test items with a CG/GG-gender discrepancy 

With

aRT of test items with a CG/GG-gender overlap

	

	aRT
	Significance level

	in French 
	

	Fd
21.90 ds (3.548) 

Fo
19.83 ds (2.891)
	t(12)=1.56ns, p=14

/(r² = 0.33)/

	in Arabic
	

	Ad
26.97 ds (8.221) 

Ao
24.27 ds (4.301)
	t(26)=1.16 ns, p=26

/(r² = 0.75)/

	Note. Standard errors are indicated in parentheses. 

Asterisks indicate significance levels: * p <0.05;  ** p <0.01;  *** p<0.001.



From Table 9 we can gather that RT is significantly higher when two resources that provide contradictive information are called upon than when only one resource is activated. However, inspecting Table 10, it appears that RT is not significantly higher when two resources that provide contradictory information are called upon than when two resources that provide parallel information are activated. Yet, if we take a closer look at Appendix V and contrast the results in Table I to Table II (in the case of French) and Table IV to V (in the case of Arabic), we see RT is – although not significantly – still considerably higher. Therefore, despite the results drawn from Table 10, we hold to the following assumption: if we conceive RT as a quantification of the ‘computational costs involved’, it is quite obvious that the costs required to categorise items which cultural and linguistic clues contradict each other are higher. The explanation of this is that a person is forced not only to activate two resources but also to weigh the information these provide against one another, in order to select the most appropriate information. An important question, however, remains. Would the availability of more than one resource, disposing of parallel information, render a categorizing act more easy than when only one resource is available? Metaphorically speaking, the more extensive the library we find our​selves in, the faster or easier we inform ourselves? In order to find an answer, we turn to the following analyses:
Table 11

	Contrasts 
aRT of test items with a CG/GG-gender overlap 

With

aRT of same test items in unsystematic languages having CG only.

	

	aRT
	Significance level

	in French 
	

	Fo 
19.83 ds (2.891) 

Eo
20.04 ds (3.523) 

Do
19.94 ds (4.476)
	F//E//D 
F(2,18)= 0.01ns, p = 99

D//E 

t(11)=0.05ns, p=96 



/(r² = 0.78)/

	in Arabic
	

	Ao
24.27 ds (4.301) 

Eo
17.75 ds (3.737)

Do
18.85 ds (3.519)
	A//E//D
F(2,24)= 7.32**


D//E

t(16)=0.64ns, p = 53 



/(r² = 0.88)/

	Note. Standard errors are indicated in parentheses. 

Asterisks indicate significance levels: * p <0.05;  ** p <0.01;  *** p<0.001.




The results obtained from French speakers lead to the conclusion that the amount of resources does not matter as long as information provided does not contradict itself. The Arabic results, by contrast, display a significant difference, which implies that the amount of resources matters after all, and, what is more, there being two resources to be consulted renders attribution tasks more difficult than when only one is available. We are inclined to the latter conclusion. It is reasonable to say that activating more than one resource to fulfill a task is more exacting than activating only one. As it happens, a speaker of a gender loaded language has to activate two resources, since he/she can not know in advance whether information will be contra​dictory. If both resources have to be consulted and, next, their respective information compared, more brain activity is required, resulting in higher RT, just as it takes more time to consult all books of a larger library. Yet, however more time-consuming it might be, it is not improbable that categorisation based on two resources providing parallel information leads to more unani​mity among the categorizing participants with regard to the choice of a particular category. If this hypothesis is correct, it is to be expected that the percentage of the average female/male choices is higher in French and Arabic than the respective percentages in English and Dutch. This is exactly what the results in the Tables III (for French) and VI (for Arabic) indicate. For items which in French have a CG-GG overlap, in 6/7 cases agreement about a particular gender of an item among the French is considerably higher than agreement among the English and/or Dutch. Arabs even score a higher agreement for 8/9 items (see Appendix V). However, due to the small amount of test items one should be cautious to attach great value to these results. Larger scale future research is necessary to verify this assumption. 

4.6.1.3.  Grammatical versus Conceptual Choice: 50/50 proportion

As explained in subsection 4.5.2.1., the procedure of the test program opted for, viz. the con​tribution of physical voices to objects/animals, avoided participants consciously associa​ting the task with language or grammatical gender. However, despite this presentational format lacking linguistic cues whatsoever, it appeared that speakers of gender loaded languages still consciously or unconsciously appealed to language as a resource to assist them in gender cate​gorisation. Quite remarkably, in French as well as in Arabic the resources were decisive for a particular gender contribution in equal proportion. In §3.1, it has been asked which resour​ces at the intermediary stage has it over the other: either linguistic resources (grammatical gender) or non-linguistic resources (conceptual gender). As the results for French and Arabic (F 47.98% CG and 52.02% GG; Ar 52.14%CC and 47.86%GC; see table 4&5 supra) make clear, there is not one resource that significantly dominates the other. (t(20)=0.43, p=67; t(17)=0.32, p=75). The fact that no resource is dominant suggests that cultural background knowledge is not more easily accessible than intuitive linguistic knowledge or vice versa. Yet, there is a slight difference between French and Arabic. In French grammatical choices slightly outnumber conceptual ones. In Arabic almost exactly the opposite is true. This small deviation could be telling with respect to the relevance of phenotypes and cryptotypes with respect to linguistic relativity. But before we enter into the discussion of this second research question (see section 4.6.2.), I will discuss the comments of the experiment’s second round. This 50%-50% proportion of both possible choices can imply that 50 percent of the participants choose either grammatically or conceptually for all items, just as much as it can imply that the average participant made grammatical choices for one half of the items and conceptual choices for the other half. Gathering from the comments both cases occur. 


Firstly, among the 31 French participants who made comments, 6 gave purely gram​matical motivations, 9 purely conceptual motivations and 16 motivated some items gramma​tically, others conceptually. Within the last group of people, there are even 4 cases in which for 1 item both motivations were given. Examples are un arbre: genre + majesté, le soleil: genre + le soleil selon moi toujours associé à du masculine (pas de déesse soleil mais de dieu du soleil), guitare: mot feminine + forme feminine, guitare: nom feminin et lien avec la musique qui me sembla feminine. From some comments it could be deduced that the conceptual resources have priority. These reveal that the latter are the resort if a conceptual motivation is not immediately at hand. Examples are apron: aucune explication (comme en français) and  brick : ne sachant pas vraiment quoi choisir je me suis référé au genre de ce mot dans ma langue (à savoir un genre féminin). The conceptual choice clearly appears dominant also in this case: violence donc masculin (meme si on peut aussi dire une arme a feu). Among these mixed motivations, there were some cases in which, firstly, conceptual associations were made (the test item being linked with items belonging to the same semantic field) and secondly, the grammatical gender of these associated words were taken into consideration. Fire, for instance was attributed a female gender on the basis of the grammatical genders of la lumière, la chaleur, la flamme=feminine (sic). Secondly, among the 9 Arab participants who made comments 2 chose grammatically only, 4 conceptually only and 3 gave mixed motiva​tions. Illustrating the last case is somebody who motivated either with I followed my feeling or masculine/feminine noun in Arabic. Among the mixed motivations, one peculiar case should be highlighted, viz. a participant either filled in donno (I do not know) or referred to the grammatical gender in French, e.g. we call it in french "la lune". In the case of Dutch and English similar motivations also occur. However, none of the English and Dutch participants refers to the grammatical gender of a familiar foreign gender loaded language. In contrast to the French group, in the Arabic group it did only occur once that 1 item got both motivations, viz. for shamsun (sun): it is female word in Arabic Language and gives us the worm like a wife (sic). In these comments no indications have been found suggesting one resource dominating the other.
4.6.2. RESEARCH QUESTION 2: prototypes versus cryptotypes

The weak Whorfian hypothesis in the domain of gender being endorsed, we can shift to an examination of linguistic relativity on a more specific level. The second research question addresses the possible connection between the cryptotype-phenotype distinction (abbr. ‘type-distinction’) introduced by Whorf and a different linguistic effect. The reason for formulating this question was to get an insight in the way in which a different structure of grammatical gender in a language (cryptotypical versus phenotypical) is reflected in a different gender cate​gorisation. The examination of the results has been conducted on inter- and intralinguistic level (cf. 4.6.1.2), more particularly we compared the results between French and Arabic and continued with a comparison of the RT results obtained for each test item separately within French and within Arabic. The totality of results was visualised in the Graphs IV, V (see Appendix VI) and Graph VI (next page). In what follows, we start with a discussion at the intralinguistic level, i.e. all test items separately, within French and within Arabic, will be inspected on their relationship with the percentages of grammatical choice and with RT. First of all, French grammatical gender is phenotypical; the class-membership of inanimate words is not ‘visible’ until it is used syntagmatically or until one refers to it. French gender is marked by frequently occurring ‘reactances’, i.e. by syntactical markings as agree​ment within the NP (with article, demonstrative, adjective,…) and pronoun coreference. The external form/morphology of the isolated word itself does not provide clues as to its gender. Within the selection of the test items, however, some exceptions to this rule have been inserted. These words can not be classified as cryptotypical. They are phenotypical since they are composed with a particular morphological ending which is indicative for gender. More in particular I am referring to une araignée, une television, une voiture and une poubelle  respectively ending on feminine suffixes -ée, -ion, -ure and –elle, and the words papillon and tablier; -illon and –ier being masculine suffixes (cf. Riegel 1998: 172). These exceptions provide a good basis to contrast the categorising behaviour they provoke with that provoked by the regular phenotypical forms. It could be expected that participants more readily make grammatical choices for phenotypical forms, where gender is manifest in the word form than is the case with the cryptotypical forms, in which gender is hidden to the ‘mental eye’. This assumption refers to a particular perception of thinking as a process in which the physical witnessing of an object activates its linguistic denotation in the mind by means of mentally visualising it – presenting it, so to speak, in front of the ‘mental eye’ (or ‘inwardly pronouncing’ it). However, before we indulge in speculations and metaphors pre​maturely, we have to inspect the results first. 

Firstly, connecting the percentage of grammatical choices with the type-distinction did not provide any telling results (see Graph IV, Appendix VI). The regular cryptotypical forms did not provoke fewer grammatical choices than the exceptional phenotypical forms. For example, although arbre does not give morphological clues to gender in its form as a noun, the percentage of grammatical choices this item yielded, is the highest. Voiture, by contrast, which is visibly marked for gender, scored a low percentage of grammatical choice. The reason for the absence of systematicity is probably the interplay with the far more influential factor of prototypicality. As a result, the possible effects of a type-distinction on gender categorisation are toned down by this more stringent force of prototypicality. 


Secondly, connecting the RT to the type-distinction, the phenotypical forms had rather low RT (between 18.5ds and 22.6ds). Yet, there are cryptotypical forms which yielded both lower and higher RT. Given this ambivalent result, we rather not resort to speculations.


Thirdly, the results for Arabic neither provided clues as to a possible connection be​tween word form and linguistic effect (see Graph V, Appendix VI). Arabic gender is phenotypical, the nouns are morphologically marked for gender; they either contain or lack the feminine ending Ta’marbuta. We went looking for possible differences in grammatical choice and RT between feminine and masculine forms. We expected that feminine forms would be assigned to the female gender category more easily than masculine forms, since their femininity is literally visible to the ‘mental eye’. However, no such differences could be observed.


As a consequence, a discussion of the results within the group of gender loaded lan​guages is not going to provide much evidence supporting the relevance of the type-distinction with respect to linguistic relativity dependence. On the contrary, a look at Graph VI precisely contradicts this relevance. On the one hand, we see more overlaps than differences regarding percentage of grammatical choice and RT per item by French and Arabic participants. On the other hand, we know the nature of word forms (cf. Saussure’s ‘signifiant’) is arbitrary, this means that a word form and the way gender is marked in the linguistic form is completely language specific (e.g. the form oiseau is completely independent of the form عصفور, although they denote the same referent). Furthermore, the French form is phenotypically marked for gender, the Arabic form cryptotypically. As a consequence, the fact that these completely different word forms with their different gender marking nevertheless show similar results as for grammatical choice and RT, leads to the conclusion that there is no relationship between word form, grammatical choice and RT. The conclusion can be pursued: if a differential gender marking is independent from grammatical choice and RT, both being factors very closely related to linguistic relativity, then likewise a differential gender marking is assumed to be independent from linguistic relativity.
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5) Conclusion










5.1.  The validity of the weak Whorfian hypothesis

In this study we have questioned the validity of the weak Whorfian hypothesis with respect to gender classification. In other words, the attempt has been to find evidence for an effect of language on the cognitive categorisation of gender. An experiment was conducted which consisted of both a quantitative part setting adult French, Arabic, Dutch and English parti​cipants to a task of assigning male and female voices to pictures of inanimate objects and animals of which the sex cannot be visually perceived, and a qualitative part, requesting the participants to make explicit the motivations for their assignments. In general, it was expected that gender assignment would differ depending on the participants’ native language. Particularly, two research questions were formulated. The first question was whether a speaker of a gender loaded language, in which gender is grammatically marked, would attribute gen​der differently from speakers of unsystematic languages which are devoid of grammatical gender and where gender assignment was informed by the items’ conceptual gender only. In line with the expectations, the results showed significant differences between both language groups. The choices in gender loaded languages appeared significantly more grammatically than conceptually motivated compared to the choices in unsystematic languages.

The conclusions regarding the first research question are even more nuanced. These specifications could be made on the basis of the percentages of grammatical and conceptual choices which not only appeared easily associable with both prototypicality and reaction time, but which also appeared in equal proportion within the gender loaded language group.  


Firstly, with regard to prototypicality, it has been indicated that linguistic relativity and prototypicality are inversely proportional. The less prototypical an item, the larger the appeal to grammatical choice, and therefore the larger the linguistic effect on gender cate​gorisation.


Secondly, the recording of reaction time (RT), a quantitative indicator of the computational costs involved, has enabled insights into the specificities of linguistic relativity. RT appeared significantly connected to the amount of resources available to a speaker (con​ceptual resource of information and (no) linguistic resource) and the extent to which these resources provide contradictory or parallel information. It was shown that RT is higher when two resources that provide contradictory information are called upon than when only one resource is activated, or when two resources that provide parallel information are acti​vated. This is exactly what one would expect from a common sense perspective, too, since logically it requires more computational effort when a person is forced to activate two resources and to weigh the information from both, in order to select the most appropriate information. Furthermore, the RT results of the Arabic participants even led to the conclusion that having two resources to be consulted renders attribution tasks more difficult than when only one is available. This assumption, however, was not proven by the RT obtained by French speakers where the amount of resources apparently did not matter as long as information provided is not contradictive. Yet, however uncertain the link between the amount of resources and RT, it appeared likely that categorisation based on two resources providing parallel information leads to more unanimity among the categorizing participants about the choice of a particular category than when there is only one culturally informed re​source available.


Thirdly, another clue as to the specificity of linguistic effects was given by the 50-50 percent proportion between grammatical choices and conceptual choices by French and Ara​bic participants. We deduced from this that there is not one resource that significantly dominates the other. The fact that no resource is dominant suggests that cultural background knowl​edge is not more easily accessible than intuitive linguistic knowledge or vice versa. However, some comments provoked by the qualitative research indicated the priority of conceptual resources. From these comments it can be concluded that grammatical gender only acts as a resort if a conceptual motivation is not immediately at hand.


An affirmation of the first research question enabled a more refined focus on linguistic relati​vity as formulated in the second research question. It was asked whether there would be dif​ferences in gender attribution within the gender loaded language group as a consequence of the different way in which grammatical gender is marked in these languages. In other words, we attempted to learn the relevance of Whorf’s distinction between phenotype and crypto​type with respect to linguistic relativity. It was expected that the French and Arabic attribu​tions would differ as a function of word form and its gender marking, and that comparative re​search would give insights into the way this different structure of grammatical gender effects categorisation. The results examined at the intralinguistic level, however, fell short of these expectations. Firstly, observing the results within the languages French and Arabic separately did not provide clues as for a connection between the factor gender marking on the one hand and grammatical choice and RT on the other hand. Secondly, contrasting the results within the gender loaded language group even contradicted a possible connection. The overall conclu​sion has been that the type-distinction has no impact on the linguistic effect that gender loa​ded languages produce. It appears that prototypicality and RT as computational effort are far more stringent factors than the factors word form and gender marking with regard to linguistic relativity. 

5.2.  Research prospects

This study can be considered a modest contribution to the inquiry revaluing the Whorfian hypothesis. However, we are highly conscious of the limitations of this study. Only a minute fraction of the wide domain of linguistic relativity is covered – all the more reason to issue a call for future research to put an effort into exploring further, and more comprehensively, the vast Whorfian area. 


Firstly, in the present study, research conducted was able to unearth a connection be​tween linguistic relativity and prototypicality. A more in-depth inquiry into this connection ap​pears a promising pathway for future research. As indicated in §4.3.3.2, prototype research also concentrates on the differential way human beings of different languages, ages, sex, economic, professional, social, political and religious backgrounds conceive of proto​typicality. Given that prototypicality differs depending on the people judging it, and given that prototypicality and linguistic relativity are interdependent factors, could we expect that linguistic relativity, too, differs depending on the people dissecting the world into cate​gories?


Secondly, the failure to provide an adequate answer to the second research question should not put one off to treat the connection between Whorf’s cryptotype-phenotype distinction with linguistic relativity again. On the contrary, it is important to think of a more specialised methodology to lay bare the very nuances drawn by Whorf. We would suggest expanding the number of investigational languages representing both types of grammatical marking. In addition, the materials recording RT could be made more sophisticated. Of course, before doing so the definitions of cryptotype and phenotype need to be demarcated more clearly. It occurred to us that classifying languages according to this distinction was a precarious undertaking. Furthermore, also with respect to Whorf’s distinction between cryptotype and phenotype, the question arose whether this distinction would prove relevant with respect to linguistic relativity if participants, in contrast to the experiment conducted in the present study, would be confronted with the material form of the language. The very set-up of this experiment was to withhold from the participants all clues of language. In a future experiment the items to which participants have to assign gender could be tagged by the words which denote the pictures. The question which could be posited then could be: If people have to categorise when reading or hearing the word form, does this effect their categorising behaviour?


However important future explorations of Whorf’s area in its subtleties might be, this getting down to the nitty-gritty of the matter must not lead us to lose track of what Whorf’s primordial intention was in stirring up a debate on linguistic relativity by proposing his famous hypo​thesis. He first and foremost wanted to underscore the importance of awareness of lin​guistic relativity. Realizing the existence of a multiplicity of different languages and, con​sequently, different ways of thinking, contributes to developing a greater sense of perspective (cf. Whorf 1956: 216-8). Only if we envisage our language as merely one ‘local, parochial species’ (247) amidst many others, just ‘one constellation in a galactic ex​panse’ (218), our mind can be freed from its arrogance and opened to true curio​sity and mutual respect.
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� Conceptual gender reflected in grammatical gender:


French: une plante, une coquille


German: die Pflanze, die Muschelschale/Seemuschel


Spanish: la planta, la concha





� Compare:


D: ‘zij neemt haar hoed’


E: ‘she takes her hat’


F: ‘elle prend son chapeau’.
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