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This work aims to develop the necessary tools for a high-throughput screening of metal-organic

frameworks (MOFs). MOFs form a new class of nanoporous crystalline materials which typically

consist of metal oxide clusters connected through organic linkers. The focus lies on the development

of accurate all-atom flexible force fields derived from ab initio input, which is generated for model

systems representing the inorganic metal node and organic linker. A test set containing different

well-known and experimentally characterized MOFs such as MOF-5, MIL-53 and ZIF-8 is consid-

ered, illustrating the general applicability of the used methodology. The force fields are validated

by comparing structural data for this test set with available experimental and theoretical values.

Based on these force fields, thermal and mechanical properties are characterized, where especially

the thermal expansion and anisotropic elastic behavior are studied. Finally, the test set of materials

is extended by considering different linkers and metal centers for a subset of MOFs, allowing the

identification of several useful trends.
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Abstract— This work aims to develop the necessary tools for a high-
throughput screening of metal-organic frameworks (MOFs). MOFs form
a new class of nanoporous crystalline materials which typically consist of
metal oxide clusters connected through organic linkers. The focus lies on
the development of accurate all-atom flexible force fields derived from ab
initio input, which is generated for model systems representing the inor-
ganic metal node and organic linker. A test set containing different well-
known and experimentally characterized MOFs such as MOF-5, MIL-53
and ZIF-8 is considered, illustrating the general applicability of the used
methodology. The force fields are validated by comparing structural data
for this test set with available experimental and theoretical values. Based
on these force fields, thermal and mechanical properties are characterized,
where especially the thermal expansion and anisotropic elastic behavior are
studied. Finally, the test set of materials is extended by considering different
linkers and metal centers for a subset of MOFs, allowing the identification
of several useful trends.
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I. INTRODUCTION AND OBJECTIVES

COMPUTATIONAL high-throughput methods provide a
new tool for materials design, offering the advantage of

rapid and efficient materials screening. It is a booming area of
materials science, which grows hand-in-hand with the increas-
ing power of supercomputers [1]. High-throughput approaches
aim to identify novel promising structures and gain new physi-
cal insights such as structure-property relations.

MOFs form a new class of nanoporous crystalline materi-
als which consist of metal oxide clusters connected through or-
ganic linkers. First synthesized by Yaghi in 1999 [2], MOFs
have since then attracted enormous attention from academia and
industry. The number of synthesized structures has increased
considerably over the past decade [3], but the number of un-
explored combinations remains vast. Because of their modular
build-up, they can be combined in various ways, leading to a
nearly infinite variety of MOFs. MOFs are therefore particularly
attractive for a high-throughput screening. Several efforts have
been undertaken to facilitate the large-scale screening of MOFs.
The Hypothetical MOF database is a noteworthy initiative [4],
where the authors have generated a database of 137 953 MOFs
by combining 102 known building blocks in various ways. This
database has been the subject of several high-throughput screen-
ing studies [5]. However, to date a fully quantum mechanical
large-scale screening of MOFs is not feasible due to the high
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computational cost. Hence, other less accurate, but cheaper,
molecular simulation techniques such as force fields need to be
considered.

Until now, high-throughput searches have mainly focused on
gas adsorption and separation of small molecules [5]. To this
end, rigid force fields were used, where only the guest-host in-
teractions are described and the intramolecular framework in-
teractions are not considered. However, it has been shown that
even properties such as gas diffusivity are underestimated by as-
suming a rigid model [6]. This is therefore inherently a lim-
ited approach and to study thermal, mechanical and dynami-
cal behavior flexible force fields are required. Recently, some
groups have started generating all-atom flexible force fields de-
rived from ab initio data [7], [8], which allows a systematic ap-
proach that can in principle be applied to hypothetical MOFs as
well. In this work, ab initio parametrized force fields are gen-
erated with QuickFF [8] (Section II), a software package devel-
oped at the Center for Molecular Modeling (CMM).

The force fields were first validated (Section II), with an em-
phasis on elastic constants and thermal expansion coefficients
(Section III). The methodology to calculate these properties
was then checked by comparing with literature data. The re-
sults are discussed in Section III. Finally, the test set was ex-
panded to various combinations of organic linkers and inorganic
metal nodes, for which the most important characteristics were
assessed (Section IV).

II. DEVELOPMENT OF FORCE FIELDS

A. Force-field energy expression

For the force fields used in this work, the multidimensional
potential energy surface is approximated with the following an-
alytical expression:

V FF = Vbond + Vbend + Voopd + Vtorsion︸ ︷︷ ︸
V FF
cov

+VEI + VvdW︸ ︷︷ ︸
V FF
noncov

(1)
The most important parts of this expression are discussed in the
following paragraphs.

A.1 Covalent interactions

The covalent part of the force field models the interaction be-
tween the chemically bonded atoms as a function of the bond



distance (bond), bend angle (bend), out-of-plane distance (oopd)
and dihedral angle (torsion). The unknown parameters (force
constants, rest values and multiplicities) in the covalent energy
expression can be directly estimated with QuickFF [8].

The bond stretches rn are described using a harmonic poten-
tial:

Vbond =

Nbonds∑

n=1

Kr,n

2
(rn − rn,0)2 (2)

where Kr,n is the force constant and rn,0 the rest value of the
bond distance. Here, the summation runs over all pairs of neigh-
boring, i.e. chemically bonded, atoms.

The bends are described using a similar term, but now the in-
ternal coordinate is the bend angle θn between three neighboring
atoms:

Vbend =

Nbends∑

n=1

Kθ,n

2
(θn − θn,0)2 (3)

The out-of-plane distances dn are also described using a har-
monic potential:

Voopd =

Noopd∑

n=1

Kd,n

2
(dn − dn,0)2 (4)

This term allows for a more accurate description of planar sp2

and some nonplanar sp3 configurations.

The fourth covalent term is the dihedral energy term. Here,
a cosine term is used as a function of the dihedral angle φn be-
tween four atoms:

Vtorsion =

Ndih∑

n=1

Kφ,n

2
(1− cos(mφ,n(φ− φ0))) (5)

with mφ,n the multiplicity of the dihedral angle.

A.2 Electrostatic interactions

The electrostatic interaction is modeled with a Coulombic po-
tential between Gaussian charge distributions separated by a dis-
tance rij :

VEI =
1

2

∑

i,j=1
(i 6=j)

qiqj
4πε0rij

erf
(
rij
dij

)
(6)

In this work, Gaussian charge distributions are used with a total
charge qi and radius di for atom i. The mixed radius of the Gaus-
sian charges, dij , is given by

√
d2i + d2j . The atomic charges

are derived via an atom-in-molecules scheme newly developed
at the CMM: Minimal Basis Iterative Stockholder (MBIS). The
radii of the Gaussian charge distribution are determined with the
method of Chen and Martinéz [9].

A.3 van der Waals interactions

The van der Waals interactions are modeled using the MM3
Buckingham potential.

V (r) = εij

[
1.84× 105 exp

(
−12 r

σij

)
− 2.25

(σij
r

)6]
(7)

The two parameters σij and εij present the equilibrium distance
and the well depth of the potential respectively. These parame-
ters are typically determined with empirical mixing rules for the
interaction between atom i and atom j:

σij = σi + σj and εij =
√
εiεj (8)

These parameters are taken from Ref. [10].

B. Cluster model approach

With QuickFF [8], it is possible to derive force-field param-
eters from ab initio input on isolated molecules. Since MOFs
are crystalline materials, representative cluster models need to
be constructed. These cluster models represent the inorganic
metal cluster and organic linker. An example for MIL-47 is
given in Figure 1, where cluster models for the benzenedicar-
boxylate (BDC) linker and the 1D V-O metal chains are shown.
This cluster model approach has been used previously and can
be considered well-established for the design of force fields for
MOFs [7], [11]. Moreover, this cluster approach allows to eas-
ily construct force fields on a large scale for multiple MOFs by
combining force fields from various clusters.

Fig. 1. Model systems for organic linker (left) and inorganic metal chain (right)
of MIL-47.

C. Validation of the methodology

To verify our methodology, force fields were developed for
well-known and experimentally characterized structures. The
test set consisted of MOF-5, MIL-53, MIL-47, HKUST-1, ZIF-
8 and DMOF-1. Each structure was studied in detail, with spe-
cial attention to the reproduction of the structural parameters of
the ab initio cluster and the correct prediction of the unit cell
shape. In Table I our lattice parameters of the cubic unit cells
of MOF-5, ZIF-8 and HKUST-1 are shown and compared with
experimental results.

For the flexible MOFs, such as MIL-53(Al) and MIL-47, the
van der Waals parameters were fine-tuned. In this way, a bet-
ter correspondence with experimental and/or theoretical results



TABLE I
LATTICE PARAMETERS OF SOME CUBIC MOFS.

MOF-5 [2] ZIF-8 [12] HKUST-1
Exp. [Å] 25.8 17.0 26.3
FF [Å] (0 K) 26.1 17.1 26.6

was obtained. An example is the pressure-induced breathing of
MIL-47, which was experimentally observed by Yot et al. [14].
With the new ab initio derived force field, transition pressures
between the large pore and narrow pore are in good agreement
with the experiment. The simulated PV -characteristic is shown
in Figure 2.

Fig. 2. Simulated volume dependence of the pressure of MIL-47. The crosses
represent the simulated data on a volume grid and the solid line is a polyno-
mial fit of order 11.

III. CALCULATING PROPERTIES ON MOFS

The first step in a large-scale screening is the development
of descriptors that can accurately predict the properties under
study. These descriptors connect the calculated microscopic pa-
rameters to macroscopic materials properties. However, as dis-
cussed above, high-throughput investigations of MOFs so far
mainly focused on gas adsorption and separation. There is a ma-
jor lack of data on thermal and mechanical properties of MOFs,
which are of interest for industrial use. This work therefore in-
vestigated a number of potential descriptors to describe these
quantities. One particularly interesting property of MOFs is the
framework flexibility [15]. Recently, Ortiz et al. [16] proposed
the elastic anisotropy as a descriptor to quantify the framework
flexibility of MOFs. To be useful in a large-scale screening of
MOFs, our force fields must therefore be able to accurately de-
scribe the elastic behavior. In this work, it was shown that the
anistropic elastic behavior obtained with the force fields at 0 K
clearly separates the rigid from the flexible frameworks. How-
ever, large deviations were observed for the elastic constants and
derived properties compared with ab initio results. In Table II,
the ratio of the maximum and minimum Young’s modulus AE ,
the ratio of the maximum and minimum shear modulus AG and
the maximum and minimum linear compressibility β are shown
for the rigid MOFs ZIF-8 and HKUST-1, and the flexible MOFs

MIL-53(Al) and MIL-47 in the large pore. The anisotropy fac-
torsAE andAG, and the ranges of the linear compressibility are
clearly much higher for the flexible MOFs.

TABLE II
ANISOTROPIC ELASTIC PROPERTIES OF FLEXIBLE AND RIGID MOFS

AE AG βmax βmin
MIL-53(Al) 285 423 1836 -1255
MIL-47 57 85 303 -201
ZIF-8 1 1 41 42
HKUST-1 4 5 24 24

A large-scale thermal characterization has not yet been per-
formed. In this work, the thermal expansion behavior was stud-
ied. The volumetric thermal expansion coefficient at constant
pressure is defined by

αV =
1

V

∂V

∂T
=
∂ ln(V )

∂T
(9)

A comparison with the literature showed that the new force
fields tend to overestimate this coefficient. Another interesting
result is shown in Figure 3. Here, a temperature-dependent ther-
mal expansion coefficient of DMOF-1 was found at 1 bar by
performing NPT molecular dynamics simulations of 10.5 ns.
For each temperature, the volumetric thermal expansion coeffi-
cient was found with following thermodynamic relation:

αV =
1

kBT 2

[ 〈HV 〉(N,P,T )

〈V 〉(N,P,T )
− 〈H〉(N,P,T )

]
(10)

where V is the volume and H the enthalpy. The black full line,
on the other hand, represents the result of a linear fit of ln(V )
versus T over the whole temperature range (see Eq. 9), which in
this case corresponds to the high-temperature limit of the ther-
mal expansion coefficient.

Fig. 3. Temperature dependence of the thermal expansion coefficient of DMOF-
1.

IV. EXTENDING THE SEARCH SPACE

After validating the methodology for deriving force fields and
properties of MOFs, the explored set of MOFs was extended.



Inspired by the HMOF database [4], other organic linkers and
functional groups were considered for MOF-5, MIL-53 and
MIL-47. Furthermore, different metal centra were studied for
MIL-53 and HKUST-1. Although only a small group of about
hundred materials was studied, some interesting trends were re-
vealed. For instance, the flexible MOFs - MIL-53 and MIL-47
- displayed thermal expansion behavior that was strongly de-
pendent on the organic linker. For the mechanical properties of
HKUST-1, it was found that the metal centers have hardly any
influence. These two examples illustrate the wealth of informa-
tion that can be obtained by increasing the search space.

V. CONCLUSIONS

This work aimed to develop the necessary tools for a large-
scale screening of MOFs. First, force fields were derived for a
test set of well-known and experimentally characterized struc-
tures. These structures displayed different molecular and coor-
dination environments. Overall, a good agreement with exper-
imental and other theoretical results was obtained, illustrating
the general applicability of the methodology.

In a second step, mechanical and thermal properties were cal-
culated with the derived force fields. There is a major lack of
data on these properties, which are, however, very important
for the further industrialization of MOFs. The anisotropic elas-
tic behavior was studied and a clear separation between flexi-
ble and rigid MOFs was observed. This indicates that derived
anisotropic properties can be used as descriptors for framework
flexibility. The calculation of the thermal expansion behavior
showed that the new force fields tend to overestimate the ther-
mal expansion coefficients. A temperature dependent thermal
expansion coefficient was observed for a sufficiently longNPT
MD simulation.

The final step of a high-throughput screening, the data analy-
sis, was not addressed in this work and belongs to future work in
this area. Herein, the following question needs to be addressed:
How to select the best performing materials? Here, one desir-
able property needs to be traded against another. Several mul-
ticriterion analysis methods are available, one of them being a
Pareto analysis, which has already been used in materials sci-
ence [17]. The Pareto-optimal set is the set of solutions that
are nondominated, i.e. it is impossible to choose another solu-
tion that improves one property without worsening another one.
Pareto dominance is often not very discerning, especially when
looking at a very large set of materials. A post-Pareto method
was recently proposed by Lejaeghere et al. [18], which ranks
the materials in an intuitive way. It is the intention to use this
method in the future to rank the MOFs according to various stud-
ied properties.
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Chapter 1

Introduction

Less than a century after the development of the first computer, computational research has emerged

as one of the major branches in science, alongside the older branches of experiment and theory.

Rooted in the exponentially increasing computational power, this field of study finds its applica-

tions in almost all scientific fields, such as particle physics, medical science, electronic and aerospace

engineering, with astonishing results. Recently, some of these results in computational chemistry

were awarded the Nobel Prize in Chemistry 2013 for the development of multiscale models for

complex chemical systems. This work aims to continue this development by the large-scale charac-

terization of metal-organic frameworks.

1.1 The necessity for high-throughput computational exploration

In physics, two different approaches can be distinguished when one is interested in studying the

kinematic or dynamic behavior of molecules on the nanoscale. On the one hand, ab initio tech-

niques such as Density Functional Theory (DFT) are used to determine the properties of interest

very precisely, with a full quantum mechanical treatment. However, such approaches are computa-

tionally very expensive, and can hence only be carried out for limited time and length scales. On

the other hand, less reliable approximations exist as well, such as molecular mechanics, which do

not incorporate a full quantum mechanical treatment, but are much cheaper. As a consequence,

they can be used on much longer time and length scales, which is sometimes necessary to capture

long-time or long-range effects. In this work, the gap between both treatments is bridged. Starting

from the ab initio treatment of the constituents of a larger stucture, an approximate description of

this larger structure is obtained using force fields, which can then be employed on a much larger

scale. This computational exploration has also proven to be an indispensable tool in the exploration

of new materials, which often have to be tailored for specific needs. For instance, some materials

described in this work will allow large volume fluctuations of their nanopores, hence drastically

changing their behavior. These transformations are often too fast to study experimentally, but

can be captured with molecular mechanics [1]. Furthermore, experimental research is often slow-

paced, and prone to practical restrictions such as the accuracy with which some properties can be

1
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measured. A computational first screening of possible materials can reduce the number of possible

candidates for a certain application immensely, allowing to focus on the most promising materials in

a later stage and hence lower the experimental effort. These high-throughput searches are becoming

increasingly popular in the last decade [2].

High-throughput methods have become a new tool that offer the promise of rapid and efficient

materials screening. It is an emerging area of materials science that grows hand in hand with

the increasing power of supercomputers. In a review article by Curtarolo et al. [2], the authors

provide examples of succesful high-throughput investigations illustrating the maturity of this new

research area, and furthermore highlight the current challenges and opportunities. They define

high-throughput as the throughput of data that is way too high to be produced or analyzed by the

researcher’s direct intervention, and must therefore be performed automatically. They separate the

process in three steps:

1. virtual materials growth: thermodynamic and electronic-structure calculations of materials

2. rational materials storage: systematic storage of the information in database repositories

3. materials characterization and selection: data analysis aimed at selecting novel materials or

gaining new physical insights

On the one hand, the direct result of a large-scale screening is the detection of new materials with

exceptional properties (‘selecting novel materials’). Curtarolo et al. posit that the most important

and challenging part is the identification of a ‘descriptor’, which connects the calculated microscopic

parameters to macroscopic properties of the materials. Afterwards, following question needs to be

addressed: How to select the best performing materials? A compromise has to be made, trading one

desirable property against another. Multi-objective optimization techniques exist and have been

used in other fields of research such as economics. One of them is a Pareto analysis as originally

defined by the economist Vilfredo Pareto [3]. This approach extracts the Pareto optimal set, which

is the set of solutions that are nondominated, i.e. it is impossible to choose another solution that

improves the property making another property worse.

Pareto analyses have been employed in high-throughput materials science previously. Bligaard et

al. [4] determined a Pareto optimal set of 82 materials from a set of more than 60 000 alloys, with

as defining properties the price, the formation energy and the compressibility. Andersson et al. [5]

used Pareto optimality to select the best solid heterogeneous catalysts. However, Pareto dominance

is often not very discerning, especially when looking at a very large set of materials. Several post-

Pareto analysis methods therefore try to reduce the number of candidates even further [6–8]. A

new post-Pareto method was recently proposed by Lejaeghere et al. [9]. This method ranks the

materials in an intuitive way, based on the trade-off between two Pareto solutions.
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On the other hand, a large-scale screening can detect structure-property relations (‘gaining new

physical insights’). Identifying them can increase the theoretical understanding of microscopic

properties, which leads to the prediction of new and better materials and increases the discovery

rate in the long term.

1.2 Metal-organic frameworks

Metal-organic frameworks (MOFs) form a new class of nanoporous crystalline materials which typ-

ically consist of metal oxide clusters connected through organic linkers. The first MOF, MOF-5,

was first synthesized by Yaghi and co-workers in 1999 [10]. In the last two decades, many more

MOFs have emerged, such as the IRMOF series [11], the MIL-53 family [12] and the ZIFs [13]. This

continuous expansion of the number of synthesized MOFs can partly be explained by the relative

ease with which they can be synthesized, especially when compared to other nanoporous materials

such as zeolites. The easy synthesis is a result of the building block structure of MOFs, where the

many different metal nodes and organic linkers can be combined to form a nearly infinite number

of MOFs. Two illustrative examples of these MOFs, for which the building blocks are particularly

recognizable, are shown in Figure 1.1.

Figure 1.1: Examples of metal-organic frameworks: IRMOF-16 (left) and MIL-53 (right). Figures taken
from Refs. [11, 14].

In recent years, MOFs have attracted a large interest thanks to their extraordinary properties.

MOFs can, for instance, be used for gas separation/storage [15], as a platform for clean energy [16],

as a host for nanoparticles [17], as chemical sensors [18], for catalysis [19], for biomedicine [20],

and for optical and electronic applications [21]. Moreover, they have shown interesting magnetic

properties [22] as well as semiconducting behavior [23]. This nonexhaustive overview of applications

illustrates that MOFs are unparallelled in their degree of tunability and structural diversity as well

as their range of physical and chemical properties. An especially interesting property, which will

be highlighted in this work, is framework flexibility [24–26]. Despite being crystalline - and hence

ordered - structures, some MOFs can transform between two stable structures under influence of

external stimuli such as guest adsorption or thermal and mechanical impulses. During this process,
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denoted as breathing, the pore volume of the MOF can change drastically, as shown in Figure 1.2

for MIL-53(Cr).

Figure 1.2: The breathing behavior of MIL-53(Cr) between the narrow-pore structure (left) and the large-
pore structure (right) [12].

MOFs are a class of materials for which a high-throughput search is particularly attractive [27].

The number of synthesized MOFs has increased enormously in the past decade [28], but the num-

ber of unexplored combinations remains vast. To start a large-scale computational screening, a

database is required. A universal system and database of nomenclature, classification, identifica-

tion and topological structures was already introduced in 2008 by the Reticular Chemistry Structure

Resource (RCSR) [29]. The construction of a database directly for computational screening was

discussed by Colón et al. in Ref. [27], where they identified two different approaches. In the first

approach, a database is constructed by screening availabe structures, such as the ones available in

the Cambridge Structural Database [30]. This resulted, for example, in the Computation-Ready,

Experimental Metal-organic frameworks (CoRE) database by Chung et al. [31] of more than 4 000

structures. The second approach is exemplified by Wilmer et al. [32], who developed the Hypotheti-

cal Metal-Organic Frameworks database (HMOFs). To this end, they made a library of 102 building

blocks, extracted from existing MOFs, combined them in various ways and obtained 137 953 MOFs.

As mentioned in Section 1.1, the generation and storage of a computational database is typically

followed by a data analysis stage. Several of such studies are also available for MOFs. Watanabe and

Sholl [33] investigated 1 163 MOFs to detect promising materials for CO2/N2 gas separation via a

multiscale computational approach. Fernandez et al. [34] developed machine learning tools to select

high-performing MOFs for the application of CO2 storage. Their method enables to significantly

reduce the computation time for screening large databases. Several high-throughput searches on

MOFs have started from the HMOF database. Wilmer et al. [32, 35] have studied their database

several times, for example. In Ref. [35], the authors searched for important structure-property

relations for CO2 separation and storage, while Ref. [32] focused on structure-property relations for

CH4 storage. An example of such a structure-property relation detected via the HMOF database,

is shown in Figure 1.3. A large-scale structure-property analysis on the HMOF database was also

performed by Fernandez et al. [36]. They studied the effect of textural properties such as pore

size and void fraction on CH4 storage and they proposed models that can predict CH4 storage
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based on some geometric parameters. Gomez et al. [37] screened the HMOF database to select

candidate structures for H2 storage and found that especially paddle wheel MOFs are interesting.

A more detailed investigation of H2 storage was made by Colón et al. [38]. Using the algorithms

of Wilmer et al. [32], they generated a more specific database of 18 000 MOFs containing Mg

functional groups and subsequently studied H2 uptake and delivery at room temperature. A part

of the HMOF database was considered by Gomez et al. [39], when investigating the physical limits

for CH4 storage and delivery in nanoporous materials. Sikora et al. also analyzed the textural

properties of the complete database [40] and studied the Xe/Kr separation [41]. These examples

illustrate the potential of the HMOF database. The descriptors for gas separation and storage

detected from these high-througput screenings are e.g. the number of functional groups, the void

fraction and the pore limiting diameter, but new descriptors that predict the stability of MOFs

(thermal, chemical or mechanical) would be very useful [27]. The predictors of framework flexibility

proposed by Ortiz et al. [42] are in that regard interesting quantities to study on a large scale.

Figure 1.3: Some structure-property relations identified by Wilmer et al. [32] for CH4 storage from the
HMOF database. Purple dots are the elements of the HMOF database, while red dots corre-
spond to HMOFs that have enough space to interpenetrate, but are not interpenetrated. Figure
taken from Ref. [32].

1.3 Scope and structure of this work

The overall aim of this work is the development of the necessary tools for a high-througput search

on MOFs, which could in turn lead to valuable information for experimentalists. According to the

definition of Curtarolo et al. [2], this work should hence be seen as a first step towards a true high-

throughput screening of MOFs. To achieve this goal, several metal centers and organic linkers will

be described via ab initio calculations, on which a vast set of force fields will be based to describe

different combination of these building blocks. However, unlike earlier work, which mostly focused

on gas separation and adsorption properties, this work highlights the thermal and mechanical be-

havior of these materials. In the former studies, the MOF structure is often kept fixed during a

simulation, which is no longer possible in our treatment, where for instance elastic properties will

be determined. This flexibility will be shown to pose additional restrictions to our simulations.
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The remainder of this thesis is organized as follows. Force-field models are derived for various MOFs

with different topology and chemical structure, showing the general applicability of the method in

Chapter 2. After explaining the methodology to derive the force fields, a study is made of well-

known and experimentally characterized structures. This test set consists of MOF-5, MIL-53,

MIL-47, HKUST-1, DMOF-1 and ZIF-8. Subsequently, in Chapter 3 some thermal and mechanical

properties are studied and the sensitivity of these properties on the force-field parametrization is

discussed. Textural properties are also considered as these properties are a key characteristic of

nanoporous materials. To validate the methodology, the obtained properties of existing materials

will be compared with published results. In Chapter 4, the set of materials is expanded with

hypothetical materials inspired by the building blocks used in the HMOF database. Although a

relatively small set was considered, some interesting properties and trends are revealed.



Chapter 2

Force fields

Metal-organic frameworks (MOFs) have become a prominent area of research during the past decade.

Different combinations of molecular building blocks have been synthesized and characterized exper-

imentally. However, the number of structures that may be proposed is almost unlimited. Therefore,

more and more researchers focus on computational MOF research. The idea of a high-throughput

material screening is particularly attractive for MOFs as was stated in the previous chapter. The

accurate prediction of the properties of MOFs relies on an accurate computational description of

hypothetical materials.

The molecular building blocks typically comprise more than ten atoms. The crystallographic unit

cell, consisting of a number of these blocks, can contain more than hundred atoms and is consid-

ered large. This rules out most highly accurate quantum chemistry methods. Ab initio Density

Functional Theory (DFT) calculations can be used for a detailed study of MOFs, but it is compu-

tationally expensive. Mostly, the available time scale is restricted due to the large size. Molecular

dynamics (MD) are nowadays an indispensable tool for a computational researcher to study e.g. the

effect of temperature on lattice dynamics or the breathing behavior in flexible materials, but long

ab initio MD simulations are not possible on a large scale. These computational considerations il-

lustrate the restricted range of application of ab initio methods in screening large numbers of MOFs.

A succesful modeling technique for large systems is the use of force fields. This approach completely

neglects the electronic structure of materials, which is a significant disadvantage. It is, however,

possible to approximate the potential energy surface (PES) as an analytical function of the nuclear

coordinates. Neglecting the specific electronic motion results in a low computational cost and as

such, larger systems and longer time scales are accessible. The PES describes the potential energy

felt by the nuclei. In a system with N atoms, this complex surface is a function of 3N Cartesian

coordinates, the degrees of freedom of the system. Usually, the force-field energy is expressed in

terms of internal coordinates, which represent natural internal degrees of freedom. To develop a

force field, one has to identify these internal coordinates, which depend on the Cartesian coordinates

of the nuclei. Straightforward choices are the bond distance between chemically bonded atoms and

7
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the angle between two neighboring bonds, but one can also include a four-atom internal coordinate

such as a dihedral angle. With each of these internal coordinates corresponds a contribution to the

potential energy and the choice of their functional form defines the force field. An accurate force

field can only be obtained when the internal degrees of freedom that govern the behavior of the

system are correctly identified and described with a suitable potential energy term. A distinction is

made between bonded or covalent energy terms and nonbonded or noncovalent energy terms. The

covalent terms are related to the presence of chemical bonds, while the noncovalent terms describe

the long-range interactions such as electrostatic and dispersion interactions. The potential energy

terms contain unknown parameters, which can be determined by fitting the force field to experimen-

tally available data such as bond distances and enthalpies of formation or to ab initio calculations

performed on representative systems.

To date, most computational investigations of MOFs have been performed using rigid force fields

[33, 43–45]. It can be used to study adsorption isotherms, where only the interactions between the

framework and the guests are modeled. The intraframework interactions are not considered and the

atoms of the MOF are kept fixed. If one wants to describe dynamical behavior, such as breathing,

this approach is not sufficient. It has been shown that dynamic properties such as gas diffusivity are

underestimated by assuming a rigid model [46,47]. Other properties such as the thermal expansion

and elastic constants cannot be determined without intraframework interactions as these quantities

are strongly dependent on the strength of the chemical bonds, which is described by the covalent

energy terms.

In this work, nonpolarizable and nonreactive, but flexible and all-atom force fields are developed

and used. An overview of the literature on the development of force fields is given in Section

2.1. The aim is not to provide a complete overview of the force field literature in general, but the

focus lies on the development of ab initio derived flexible force fields specifically for MOFs. The

methodology used in this work is explained in Section 2.2. Before proceeding to predict material

properties of hypothetical materials in the next chapter, one should first validate the force fields on

experimentally characterized structures. The generated force fields on well-known MOFs as MOF-

5, MIL-53, MIL-47, HKUST-1, DMOF-1 and ZIF-8 are discussed and validated in Section 2.3.

MOFs with various network topologies and molecular environments are studied, which illustrates

the general applicability of the methodology for constructing the force fields.

2.1 Overview of the literature

Several force fields that allow a general approach to molecular mechanics are available in the liter-

ature. UFF [48] and DREIDING [49] are examples of such generic force fields. Their philosophy

is to derive force-field parameters based on structural information of a large set of simple reference

systems, e.g. diatomic molecules, in combination with empirical rules such as Badger’s rule or hy-

bridization dependent force constants. These force fields consist of specific potential terms where
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the necessary parameters have been defined for most atoms in the periodic table. This leads to lower

accuracy, but has the virtue of allowing reasonable predictions to be made for novel combinations

of elements. Other, less general, force fields are MM3 [50], AMBER [51] and CVFF [52]. These

force fields were fitted to experimental data, specifically to reproduce the properties of a certain

class of molecules. MM3 was originally determined for hydrocarbons, while AMBER and CVFF for

proteins, but these force fields became very popular and are now often used in different molecular

environments. For example, the AMBER force field was extended such that it could be applied to

a wider range of molecules (GAFF [53]).

General force-field parameters would ideally be directly applicable to MOFs. However, this is not

the case, as the available parameter set for the metals in MOFs is not very accurate. The existing

force fields are not capable to accurately reproduce the coordination environment that is present in

the inorganic building units. Several authors have used parameters of these general force fields to

describe the interactions in the organic linker, while parameters are refitted to describe the inor-

ganic building blocks. Examples are the force fields developed by Greathouse et al. (CVFF) [54],

Dubbeldam et al. (DREIDING, CVFF) [55], Tafipolsky et al. (MM3) [56], Salles et al. (DREID-

ING, CVFF) [1], and Hu et al. (AMBER) [57].

To solve this problem in a more general way, an extension of UFF [48] was published by Addicoat et

al. [58]. This is known as UFF4MOF. The authors estimated new parameters for the metal elements

Zn, Cu, Ni, Co, Fe, Mn, Cr, V, Ti, Sc, and Al. Also, additional oxygen parameters are provided

for a reliable description of the inorganic metal oxide blocks. UFF4MOF does not change the po-

tential energy expression, it merely presents new parameters for these atoms, which were estimated

from a fit to geometric reference data. If available, high-quality experimental structures were used,

while DFT calculations were performed to obtain missing input data. The extended parameter set

was then validated by comparing structural parameters for various MOFs with available theoret-

ical and experimental results. The test set consists of different MOFs such as IRMOFs, paddle

wheel MOFs (e.g. HKUST-1) and several elements of the MIL-53 family. The biggest advantage of

force fields comprised of parameters from UFF4MOF is the transferability. The authors suggested

the use of UFF4MOF for screening MOF structures for selected applications, providing structures

for visual analysis or as a starting point for more sophisticated simulations. The computed ground

state structures compared reasonably well with previously published results (both experimental and

theoretical). Other material properties were not calculated, thus the question remains if accurate

results can be obtained with UFF4MOF as the newly derived parameters were explicitly fitted to

reproduce structural data. The extended set of parameters is available in Ref. [58] and can directly

be used in standard UFF calculations.

Very recently, Bristow, Tiana and Walsh developed BTW-FF [59], an ab initio derived force field

with special attention on transferability. The force field should be able to describe different MOFs

regardless of metal cluster and organic linker. The used potential energy expression was the same
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as the MM3 force field [50]. The newly derived force-field parameters were directly fitted on DFT

calculations of periodic MOF structures. Electrostatic interactions were described by Coulomb

interactions between point charges, derived from the ab initio electron density using Bader’s atom-

in-molecules partitioning scheme [60]. A Buckingham potential (see Section 2.2.5) was used to model

the dispersion interactions and parameters were taken directly from the original MM3 force field,

while the covalent parameters were determined by fitting it to the ab initio optimized crystal struc-

tural data. The test set included MOF-5, IRMOF-10, IRMOF-14, UiO-66, UiO-67 and HKUST-1.

The fitted parameters are available in the supporting information of Ref. [59]. To validate their

work, different properties were calculated such as bulk moduli, thermal expansion coefficients, heat

capacities and vibrational frequencies. An overall good agreement is found with the DFT reference

data.

The group of Schmid has published several ab initio derived force fields for MOFs. Already in 2007,

a force field based on first-principles calculations was derived for MOF-5 [56]. The energy expression

and parameters for the organic linker were taken from the MM3 force field [50], but the inorganic

building unit was refitted. To this end, they worked with two different cluster models on which

they manually fitted different parameters. An improved fitting procedure was proposed in 2009 [61],

which included a modified form of the MM3 model with extra cross terms for a better description of

the vibrational frequencies. Instead of the MM3 dipole-dipole electrostatic interaction, the typical

Coulombic point charge approach was used to model the long-range electrostatic interactions. The

atomic charges were derived using the Merz-Kollman Electrostatic Potential fitting method [62].

For the first time a systematic strategy, that allowed to estimate force-field parameters for MOFs

from nonperiodic cluster models, was developed. A genetic algorithm was used where the objective

function is based on the ab initio equilibrium geometry and Hessian in internal coordinate space.

This transformation is not unique due to the redundancy of the set of internal coordinates. The

objective function contained weight factors that can manually be adjusted and choosing their value

is a non-trivial task. The procedure was validated by performing a vibrational frequency analysis on

the nonperiodic cluster model. The ab initio frequencies were compared with the frequencies as pre-

dicted by the force field and a good agreement was found. Furthermore, the force field equilibrium

geometry also nicely reproduced the DFT equilibrium. These validations proved that the force field

PES matched the ab initio PES in the neighborhood of the equilibrium. Finally, MD simulations

were carried out to calculate elastic and thermal properties at finite temperatures. These were

compared with other theoretical and experimental results, showing a good correspondence. This

approach was later also applied on the well-known paddle wheel MOF, HKUST-1 [63]. Here some

speficic potential terms were introduced for a better description of the square planar coordination

environment of the metal ions. The authors again validated the force field by studying vibrational

frequencies, structural parameters and by performing MD simulations to obtain elastic and thermal

properties.

Their latest development was the construction of MOF-FF [64]. Here, they decided to abandon
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the MM3 energy expression and the MM3 parameters for the organic linkers, and all covalent pa-

rameters of the force field were refitted on small nonperiodic cluster models. The electrostatic

interaction was described using a Coulombic interaction between Gaussian charge distributions and

therefore all interactions could be included, in contrast with other force fields, where often the 1-2

and 1-3 interactions are excluded. After a careful analysis of the van der Waals interactions [65]

with special attention for reproducing guest-host interactions in MOF-5, they concluded that the

MM3-Buckingham potential provides a better description than the Lennard-Jones potential for the

dispersion interactions. The parametrization procedure was still based on the minimization of an ob-

jective function, depending on the ab initio equilibrium geometry and Hessian in internal coordinate

space, via a genetic algorithm approach. They demonstrated their methodology on experimentally

known and well-studied MOFs. To this end, they proposed a number of nonperiodic clusters for

the organic linkers and inorganic building blocks. Their test set included among other HKUST-1,

MOF-5, UiO-66 and DMOF-1 and the authors reported an excellent reproduction of the ab initio

results.

A recent general force-field parametrization protocol was proposed by Grimme [66]. The Quantum

Mechanically Derived Force Field (QMDFF) is a black-box procedure based solely on quantum

mechanical input data such as the equilibrium structure, ab initio Hessian, atomic partial charges

and covalent bond orders. QMDFF aims to reproduce the QM PES, but is not transferable to other

systems. The force field is able to describe the dissociation of bonds, but not the formation of new

bonds. The method itself was not tested on MOFs, but was benchmarked on different properties

such as vibrational frequencies and atomization energies. Some transition metal complexes were

studied and showed a good agreement with the ab initio calculations, indicating that QMDFF could

in principle be applied to the complex metal clusters in MOFs. The covalent potential terms all

have anharmonic contributions, which allow for an accurate description of strong chemical bonds

(such as N2), and weak metallic interactions and cross terms are included for neighboring bonds.

The bending, inversion and torsional terms are multiplied with damping terms, such that at infinite

distances the energy is only described by the bond stretch terms. The most innovating part of the

QMDFF energy expression consists of the noncovalent potential terms. This is separated in differ-

ent contributions such as the Pauli repulsion, electrostatic interaction and London dispersion. The

electrostatic interaction is modeled using the standard Coulombic potential between point charges,

where the interactions between 1-2 and 1-3 pairs (atoms seperated by one and two covalent bonds)

are excluded. The fitting procedure of the unknown parameters is based on a least-square fit of the

force field Hessian to the ab initio Hessian. QMDFF provides excellent results on a wide variety of

systems as well as for several hard-to-describe properties such as atomization energies. Future work

will need to validate the entire QMDFF approach.

A final and most recent general parametrization protocol is QuickFF [67], which was used in this

thesis and will be discussed in Section 2.2.3.
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2.2 Methodology

In this section, the different parts of the force fields and the methodology to derive them are

discussed.

2.2.1 Force-field energy expression

The multidimensional potential energy surface is approximated with the following analytical ex-

pression:

V FF = Vbond + Vbend + Voop + Vtorsion︸ ︷︷ ︸
V FFcov

+VEI + VvdW︸ ︷︷ ︸
V FFnoncov

(2.1)

The covalent part of the force field models the interaction between the chemically bonded atoms as

function of the bond distance (bond), bend angle (bend), out-of-plane distance (oopd) and dihedral

angle (torsion). The internal degrees of freedom are illustrated in Figure 2.1. The bond stretches

are described using a harmonic potential:

Vbond =

Nbonds∑

n=1

Kr,n

2
(rn − rn,0)2 (2.2)

where Kr,n is the force constant and rn,0 the rest value. Here, the summation runs over all pairs of

neighboring, i.e. chemically bonded, atoms. The internal coordinate in this expression is the bond

length rn. The bends are described using a similar term, but now the internal coordinate is the

angle between two neighboring bonds:

Vbend =

Nbends∑

n=1

Kθ,n

2
(θn − θn,0)2 (2.3)

The out-of-plane distances are also described using a harmonic potential:

Voopd =

Noopd∑

n=1

Kd,n

2
(dn − dn,0)2 (2.4)

This is a four-atom interaction, where the internal coordinate is the distance between the central

atom and the plane determined by its three neighbors. This term allows for a more accurate de-

scription of planar sp2 and some nonplanar sp3 configurations. The added value of this term for

MIL-53(Al) and a set of organic molecules was shown in Ref. [67].

The fourth covalent term is the dihedral energy term. Here, a cosine term is used as a function of

the dihedral angle, including the multiplicity mφ,n of the dihedral angle.

Vtorsion =

Ndih∑

n=1

Kφ,n

2
(1− cos(mφ,n(φ− φ0))) (2.5)
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(a) Bond stretch and bend angle (b) Out-of-plane distance (c) Dihedral angle

Figure 2.1: Illustration of the different internal coordinates used in the covalent energy expression. The
dotted lines represent the chemical bonds between the atoms.

The unknown parameters in all terms (force constants, rest values and multiplicities) in the covalent

energy expression can be estimated directly with QuickFF (see Section 2.2.3).

The separation between the covalent and the noncovalent interactions is not strictly defined. In the

covalent terms, representing the chemical bonds, there is some electrostatic interaction included.

This is certainly the case for ionic bonds where there is a large transfer of electrons between the

two atoms.

The electrostatic interaction is modeled with a Coulombic potential between Gaussian charge dis-

tributions:

VEI =
1

2

∑

i,j=1
(i 6=j)

qiqj
4πε0rij

erf

(
rij
dij

)
(2.6)

In this work, Gaussian charge distributions are used with a total charge qi and radius di, centered

on atom i. The mixed radius of the Gaussian charges, dij , is given by
√
d2i + d2j . The interaction

depends on the distance rij between the two atoms. The van der Waals part is described using the

MM3-Buckingham potential. This term includes Pauli repulsion and dispersion interactions.

V (r) = εij

[
1.84× 105 exp

(
−12

r

σij

)
− 2.25

(σij
r

)6]
(2.7)

The noncovalent interactions are discussed in Sections 2.2.4 and 2.2.5.

Another aspect of a force field are the atom types. Atom types are assigned based on the element

and the molecular environment or thus the connectivity. A covalent interaction between different

atoms with the same atom types have the same force constant and rest value. Each atom type has

a set of nonbonded parameters. This consists of an atomic charge qi, a distribution width di, a

van der Waals radius σi and a van der Waals interaction strength εi, which are used to model the

noncovalent interactions (see Sections 2.2.4 and 2.2.5).
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2.2.2 Cluster model approach

To estimate the force-field parameters for the periodic crystal, representative nonperiodic clusters

are proposed. This approach is inspired by the composition of a MOF, which is built from metal

clusters connected through organic linkers. The model systems represent the inorganic metal cluster

and the organic linker. The use of cluster models is considered well-established for the force field

development of MOFs. The group of Schmid have used this approach several times [56, 61, 63, 64],

but many others have followed their strategy [14, 47, 58, 68]. Moreover, it is exactly this cluster

model approach that allows a large-scale screening of MOFs.

An important aspect in a nonperiodic cluster model is the termination. This is required to reduce

the effects of an artificial charge or spin introduced by truncating the chemical cluster. Appropriate

groups are required to saturate the dangling bonds and different approaches can be found in the

literature. An example is the Li+ saturation of oxygen atoms in the models for the organic linkers of

the IRMOF series [47,61]. Their argument is that the ionic radius of Li+ is similar to Zn2+, which

is bonded in the periodic crystal to the oxygen atoms. Wang et al. [69] used proton saturation in

their cluster model for ZIF-8. Vanduyhuys et al. [14] terminated the inorganic cluster model of

MIL-53 along the metal chain with hydrogen atoms. For each family of MOFs other solutions exist

and the examples given in the literature are used in this work.

The main disadvantage of the finite clusters is the neglection of long-range interactions. To describe

these long-range interactions, the electrostatic interaction (Section 2.2.4) and van der Waals inter-

actions (Section 2.2.5) require a good potential energy expression, which can pose a problem. The

use of atomic charges derived from a finite cluster assumes that the finite cluster is able to capture

the main features of the electrostatic potential of the periodic system.

Finally, not all force-field parameters derived for the cluster are transferred to the periodic structure.

Only those parameters defined for the core region of the cluster model are used. For a reliable

estimate, this core region has to be far enough from the termination. In following sections, the

atom types of the core region considered in the cluster model are indicated on the figures.

2.2.3 Covalent interactions with QuickFF

The covalent part of the ab initio derived force fields are constructed with QuickFF. It is a Python

software package developed at the Center for Molecular Modeling (CMM) by Vanduyfhuys et al.

and details can be found in Ref. [67]. QuickFF is designed to generate accurate force fields for

MOFs, although it is applicable on a wide variety of molecular systems. The general idea of the

fitting procedure is to reproduce the ab initio (AI) equilibrium geometry and Hessian matrix in

Cartesian coordinate space HAI as accurate as possible. To this end, a four-step method is used,

which is briefly discussed here.
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A crucial part in the force field, especially for flexible MOFs, are the dihedral force-field parameters.

The integer dihedral multiplicities mk and rest angles φ0,k are estimated in the first step, based on

the ab initio equilibrium geometry. The multiplicity determines the periodicity of the energy term

and controls the symmetry of the local topology. An example is the dihedral Oca-Cca-Cpc-Cph in the

organic linker of MIL-53 (see Figure 2.13) with energy minima at 0◦ and 180◦ and thus multiplicity

2. QuickFF tries to describe each dihedral pattern and if no unique multiplicity and rest value are

found, the dihedral is neglected. An illustration of the generation procedure of mk and φ0,k for

dihedrals can be found in the supporting information of Ref. [67].

In the second step, perturbation trajectories are generated on the PES around the equilibrium,

which are used to fit the force constants and rest values of the harmonic covalent terms. The

internal coordinates considered in this step are the bonds, bends and out-of-plane distances, which

are all described by means of a harmonic potential energy term. For each internal coordinate (IC)

qn, a trajectory is constructed by slightly perturbing qn to a value q̃n in such a way that the energy

change of the system is approximately only dependent on the perturbation q̃n. As such, the energy

change along the trajectory is ascribed entirely to the covalent harmonic term belonging to qn. To

obtain such a trajectory, a cost function is defined:

χsn

(−→
R (q̃n)

)
=

1

2

∑

m6=n

[
qm

(−→
R (q̃n)

)
− qm

(−→
R 0

)]2
(2.8)

where the summation runs over all ICs apart from the perturbed IC qn.
−→
R is the vector with the

Cartesian coordinates of the atoms. As only small perturbations are considered, qm(
−→
R ) can be

approximated by a first-order Taylor expansion evaluated at the ab initio equilibrium
−→
R 0. In this

way, the cost function can be rewritten as the product of a strain matrix Sn and the deviation of

the Cartesian coordinates from the equilibrium geometry:

χsn

(−→
R (q̃n)

)
=

1

2

(−→
R (q̃n)−−→R 0

)T
· Sn ·

(−→
R (q̃n)−−→R 0

)
(2.9)

This strain matrix depends on the uniquely defined derivative of the ICs toward the Cartesian

coordinates evaluated at the ab initio equilibrium geometry. After some further manipulations to

obtain a better conditioned set of equations (details can be found in the supporting information of

Ref. [67]), this cost function is minimized and a minimally strained system under the constraint of

the fixed perturbed q̃n is found. In this way, the internal coordinate qn is decoupled as much as

possible and by repeating this minimization procedure for different perturbations, a set of Carte-

sian coordinates
−→
Rn is obtained representing the perturbation trajectory of qn. In this work, the

QuickFF default of eleven perturbations is used in a range of 0.05 Å for distances and 5◦ for angles

for each bond, bend and out-of-plane distance.

The ab initio total energy along the perturbation trajectory of qn can be approximated with the ab
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initio Cartesian Hessian:

V AI
(−→
R (q̃n)

)
≈ V AI

0 +
[
∇V AI

]T ·
(−→
R (q̃n)−−→R 0

)
+

1

2

(−→
R (q̃n)−−→R 0

)T
· HAI ·

(−→
R (q̃n)−−→R 0

)

(2.10)

As the perturbation trajectories are constructed with a strain minimized according to Eq. 2.8, the

force-field energy can be approximated as follows:

V FF
(−→
R (q̃n)

)
= V FF

EI

(−→
R (q̃n)

)
+ V FF

cov

(−→
R (q̃n)

)

≈ V FF
EI

(−→
R (q̃n)

)
+
Kn

2
(q̃n − q0,n)2 + c

(2.11)

where it is thus assumed that the change of the covalent energy is only due to the change of the

harmonic term corresponding with qn and where c is a constant. When equating V AI and V FF

according to Eqs. 2.10 and 2.11, the only remaining unknowns are the force constant and rest value

belonging to the potential energy term of qn. By fitting a parabola to the difference of V AI and

V FF
EI a direct estimate of these force-field parameters can be found. Note that in Eq. 2.11 not the

entire total force field energy expression is used as defined in Eq. 2.1. The van der Waals interac-

tions are neglected here and only the nonbonded electrostatic interactions are used. This is justified

as the ab initio calculations have been performed with DFT using the hybrid B3LYP functional.

As standard DFT with a regular functional includes little to no dispersion, it would be wrong to

subtract the energy related to these interactions and include these effects in the fit. After this step,

a first estimate for the force constants and rest values of the harmonic terms is obtained. Force-field

parameters of ICs with the same atom types are averaged afterwards. This fitting procedure is

designed to minimize correlations among the force-field parameters. However, these perturbation

trajectories are not completely decoupled. There is still some contribution from the covalent energy

assigned to ICs different from the perturbed IC and this leads to an overestimation of the force

constants. This overestimation is corrected for in the third step. No perturbation trajectories are

generated for the dihedrals as the aim of this second step is a reliable determination of rest values,

which were already determined for dihedrals in the first step.

In the third step, the force constants
−→
K are refined for all covalent terms (including the dihedrals)

by explicitly fitting the potential energy expression to the ab initio Cartesian Hessian keeping the

rest values fixed. This is carried out using following cost function:

χH(
−→
K) =

∑

i≤j

([
HAI

]
ij
− ∂2V FF

EI

∂Ri∂Rj
− ∂2V FF

cov

∂Ri∂Rj
(
−→
K)

)2

(2.12)

The van der Waals interactions are again neglected. In the fourth step, which is not included in the

original QuickFF methodology, the rest values are refined by revisiting the perturbation trajectories

from the second step. In contrast to the second step, the whole covalent energy expression is used

instead of attributing the energy change entirely to the perturbed IC qn. All force-field parameters
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are kept fixed, except the rest value of the potential term belonging to qn, which is subsequently

fitted.

All steps are separated to avoid fitting deficiencies due to the correlations between the force constants

and rest values. This fitting procedure leads to the generation of a harmonic covalent force field

where no cross terms are required to obtain accurate results by construction. Other force field

fitting procedures typically rely on the reproduction of a Hessian in internal coordinate space,

which is obtained after a non-uniquely defined transformation from the ab initio Cartesian Hessian.

Another advantage of this method, where the ab initio Cartesian Hessian is directly used, is thus

the elimination of this ambiguous transformation.

Dihedral potential energy term

In some special occasions, the description of the dihedral potential energy term according to Eq. 2.5

is not sufficient. However, QuickFF is designed in such a way that more advanced potentials can

easily be introduced in the third step, while the first and second step can be carried out without

any adjustments. The perturbation trajectories generated with QuickFF for the harmonic ICs can

still be used to estimate a first value for the force constants and rest values. Then one can add the

extra dihedrals, such that they are included in the refinement steps.

Three cases where QuickFF fails in obtaining a reliable dihedral energy term are shown here. The

first example occurs when studying a triphenyldicarboxylate (TPDC) organic linker in e.g. IRMOF-

16. In Figure 2.2 the cluster model with the relevant atom types is shown. The problem arises from

the fact that multiple minima cannot be described by a single cosine term. The dihedral pattern C2-

C3-C4-C5 in this cluster has multiple minima at φ0, −φ0, π−φ0 and φ0− π with φ0 approximately

38◦.

Figure 2.2: Cluster model for a triphenyldicarboxylate (TPDC) linker of MIL-53. The problematic dihedral
pattern C2-C3-C4-C5 has multiple local energy minima that cannot be described using the single
cosine term shown in Eq. 2.5.

To describe these minima, an ab initio scan over the dihedral angle was performed and a series of
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cosines (see Eq. 2.13) was fitted to these data to obtain a good reproduction. In this equation it

was found that N had to be minimally three. The energy scale shown in Figure 2.3 is for one such

dihedral pattern relative to the minimum at 38◦. Along one TPDC linker, there are eight of them

present. Note that to be consistent, the energy related to the electrostatic interactions has been

subtracted before performing the fit.

V FF
dih (φ) =

N∑

i=1

[Ai cos (2i(φ− φ0)) +Bi cos (2i(φ− (π − φ0)))] (2.13)

Figure 2.3: The ab initio scan and potential energy term for the dihedral pattern C2-C3-C4-C5 in MIL-
53(Al).

In the literature other force field dihedral terms are available to describe such dihedral patterns

and more elaborate schemes exist for fitting an accurate energy barrier [66, 70]. This ab initio

scan has been performed for this cluster model (with inorganic part of MIL-53(Al)), but it can be

expected that this rotational barrier is nearly independent of the inorganic metal node attached to

this linker. For that reason, the force-field parameters were directly transferred to all other TPDC

linkers studied in this work.

A second problem encountered with the dihedral fitting by QuickFF, is when no unique rest value

emerges from the geometry-based procedure. This problem arises for some functionalized linkers

where due to steric effects a rotation of the inorganic part around the Cca-Cpc axis is visible. This

is illustrated in Figure 2.4 for a MIL-53 cluster model functionalized with a bromine atom. This

rotation is a finite-cluster effect. Due to the lack of framework constraints, one end of the cluster

can rotate around the Cca-Cpc axis, while the other end does not, lowering the energy as the Pauli

interactions between the larger bromine electron cloud and the inorganic part can be minimized by

this twist.
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Figure 2.4: Rotation around the Cca-Cpc axis due to steric effects.

The dihedral patterns C2-Cpc2-Cca-Oca and C3-Cpc2-Cca-Oca are correctly determined with QuickFF.

A multiplicity of 2 and rest value of 0◦ is detected. However, QuickFF does not succeed in detecting

a unique pattern for C1-Cpc1-Cca-Oca and Cfu-Cpc1-Cca-Oca. Here, the ab initio equilibrium geome-

try predicts a dihedral angle of 38◦. This can easily be described with the single cosine energy term

(Eq. 2.5) using a rest value of 38◦ and multiplicity 2. By adding it in the third step of the fitting pro-

cedure, a force constant of e.g. 5.25 kJ/mol in MIL-53(Al) with a bromine functional group is found.

In the third problem, QuickFF gives a zero potential energy barrier. This is the case for the linker

illustrated in Figure 2.5 for the dihedral C2-C3-C4-N. The system can be described with a single

cosine term with rest value 0◦ and multiplicity 2. In the periodic structure, using the parameters

derived from this cluster for the organic linker, a dihedral angle is measured in the force field op-

timized structure between 40◦ and 50◦ for different inorganic clusters, which is due to noncovalent

electrostatic and van der Waals interactions.

This problem, the underestimation of so-called soft dihedral patterns, was also noted in Ref. [67],

when QuickFF was validated on an extensive set of organic molecules. The problem was explained

by the fact that these dihedrals typically correspond to anharmonic motions. They are not well

described as the fitting procedure is based on the Hessian and thus harmonic motions. To obtain

an accurate parametrization, a scan is performed of the potential energy surface along this dihedral

motion. The simulated result and the corresponding fitted potential term are shown in Figure 2.6.

The deviation between both is to be expected, as a single cosine term is not able to accurately

describe the whole dihedral motion.



2.2. Methodology 20

Figure 2.5: Organic linker where QuickFF gives a zero potential energy barrier for the dihedral C2-C3-C4-N.

Figure 2.6: Scan of the potential energy surface along the dihedral angle of C2-C3-C4-N over 90◦.

Finally, by default, QuickFF attempts to estimate dihedral force-field parameters for every dihedral

pattern present in the molecular system. As such, it also tries to determine them in the highly

coordinated environments of the inorganic clusters (e.g. the octahedrally coordinated metal ions in

MIL-53). However, QuickFF typically neglects these terms as no unique patterns are detected. The

covalent energy terms such as the bonds and bends are sufficient to accurately describe these rigid

parts, such that no reparametrization of the neglected dihedrals is required.

Anharmonic terms

In Chapter 3, the influence of anharmonic contributions to bond and bend terms is evaluated for

the calculation of the intrinsic anharmonic thermal expansion behavior. It was opted to use the

anharmonic contributions as proposed in the MM3 force-field energy expression [50]. They result

in a quartic potential term for the bonds

Vbond =
Kr

2
(r − r0)2

[
1− 2.55(r − r0) +

7

12
(2.55(r − r0))2

]
(2.14)
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and a sixth-order polynomial for the bends.

Vbend =
Kθ

2
(θ − θ0)2

[
1− 0.14(θ − θ0) + 5.6 · 10−5(θ − θ0)2 − 7 · 10−7(θ − θ0)3 + 2.2 · 10−8(θ − θ0)4

]

(2.15)

This has also been used in MOF-FF. The estimated force constants and rest values with QuickFF

can be recuperated in these expressions, as the fixed anharmonic contributions are higher-order

correction terms of the harmonic potential. As illustrated in Figure 2.7, these small contributions

have a large influence on the potential energy further away from the equilibrium.

Figure 2.7: Comparison of standard harmonic potential and potential with fixed anharmonic contributions
for a bond (left) and bend (right).

2.2.4 Electrostatic interaction

In force fields, the electrostatic interaction is typically described as a pairwise Coulombic interac-

tion between point charges. This is a simplified description that is not always sufficiently accurate.

As the cluster models are only finite representations of the periodic structure and the electrostatic

interaction is a long-range interaction, a good set of charges is required for an accurate model of

the periodic crystal. The atomic charges used in the force fields should be able to accurately de-

scribe the molecular electrostatic potential. However, one would also like transferable charges such

that charges of various atoms in similar molecular environments are approximately the same, and

still give a good representation of the electrostatic potential. Especially force field investigations

of guest-framework interactions require a precise tuning of the charges as the only interactions be-

tween guest and host are the electrostatic and van der Waals interaction. Hamad et al. [71] recently

illustrated that the chosen charges can also have an influence on structural properties such as the

negative thermal expansion behavior of MOF-5.

In general, two distinct routes are available for obtaining atomic charges. The most popular methods

used in force field development for MOFs are the electrostatic potential (ESP) fitting schemes. Here,

the charges are directly fitted to reproduce the ab initio ESP. Opposed to these ESP fitting methods
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are the population analysis schemes or atom-in-molecules (AIMs) schemes. In these schemes, one

starts from the idea that the molecular electron density can be partitioned in contributions of the

different atoms, hence the name atom-in-molecule. Examples are the Iterative Hirshfeld scheme

and the Minimum Basis Iterative Stockholder scheme. More details on other methods that have

been used to derive atomic charges in MOFs can be found in Ref. [71].

Electrostatic potential (ESP) fitting

Charges derived from such a scheme succeed in reproducing the ESP quite well outside the molecule,

which is desired for a good force field. The basic idea of these methods is always the same, i.e.

fitting the charges to reproduce the electrostatic potential at chosen grid points. These methods

differ in the choice of weight function W (−→r ) and/or grid points. If only atomic charges are used

and not higher-order multipoles, the cost function can basically be represented by:

f(q1, q2, ..., qN ) =

n∑

j=1

[
V ESP
j (q1, q2, ..., qN )− V AI

j

]2
Wj

=
1

4πε0

n∑

j=1

[
N∑

i=1

qi
rij
− V AI

j

]2
Wj

(2.16)

where rij is the distance between atom i and grid point j with n the number of grid points. One

typically adds the fixed total charge constraint using a Lagrange multiplier, i.e. one forces the sum

of the charges to be equal to the total charge of the molecular system. Important here is that an

accurate description of the ESP in the near-atom space is less desired. This can be understood from

the fact that most contributions to the short-range interactions between the atoms are represented

by the covalent terms such as the bond stretch. Very distant points, where the electrostatic poten-

tial is only sensitive to the total charge of the system and not the contribution, are neglected in

the fit to avoid an ill-conditioned system of equations. These considerations lead to a cost function

dominated by the mid-range space in the fitting procedure.

Two schemes were considered, but other methods are available and have been used on MOFs. The

first method is the popular scheme known as the Merz-Kollman (MK) scheme [62]. The ab initio

electrostatic potential is evaluated at a number of grid points located on several layers with a fixed

density of grid points around the molecule. Each atom is assigned an atomic radius and the layers

are constructed as an overlay of the spheres with scaled radii. Near-atom space is not considered

as the volume within the envelope of the spheres is discarded in the fitting procedure. A discontin-

uous weight function is used that is zero at short and long distance and one in the medium range.

Another scheme is the one proposed by Hu et al. [72]. A weight function was introduced weights

points within the medium range of the atoms more heavily. The aim was to improve the numerical

accuracy of existing ESP fitting methods and solve problems with the overestimation of charges.

However, an important problem that remains with these ESP methods, is the transferability of the
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charges in different molecules. The charges show a strong dependence on the molecular geometry.

A solution that reduces this effect to some extent, is the restrained ESP (RESP) method. Here, a

regularization term is added in the cost function, mainly to solve the buried charges problem, i.e.

the weak dependence of the ESP on the charges of atoms buried in layers of other atoms, which

can result in chemically nonintuitive values. This method was also tested, but did not seem to give

meaningful results.

In this work, most MOFs were based on the connection of a metal node to the organic linker by

a dicarboxylate group. As this group is present in the inorganic and organic cluster model, it is

logical to demand that on the connection between both parts the charges should be very similar in

both clusters. In Figure 2.8, charges derived on various cluster models considered in this work via

different charge schemes are shown. On the horizontal axis the charges obtained in the inorganic

cluster are shown, while the charges derived on the organic linker are shown on the vertical axis.

Robust charges lie on the bisector. It can immediately be seen that the ESP charges strongly

deviate from the bisector, implicating that these charges are not robust with respect to molecular

environment. What is not shown in this figure, is the standard deviation of the charges for each atom

type in the cluster itself, which is also significantly worse for ESP charges. The ESP fitted charges

will, due to this behavior, not be considered for constructing the force fields, but the reproduction

of the electrostatic potential will be measured for other schemes through the cost function (see Eq.

2.16), intuitively validate the quality of the charges.

Iterative Hirshfeld (HI) partitioning scheme

A first AIM scheme considered in this work is the HI partitioning scheme [73], which is an extension

of the original Hirshfeld method [74]. The electron density in each point is distributed among

all atoms. The atomic electron density ρA(−→r ) is determined by the product of a weight function

wA(−→r ) and the ab initio molecular density ρ(−→r ):

ρA(−→r ) = wA(−→r )ρ(−→r ) (2.17)

The weight function of atom A is defined by the ratio of the ab initio electron density calculated

for the isolated atom A and the so-called pro-molecular density, which is the superposition of the

electron densities of the isolated atoms.

wA(−→r ) =
ρ0A(−→r )

ρ0(
−→r )

with ρ0(
−→r ) =

∑

A

ρ0A(−→r ) (2.18)

A problem with the original Hirshfeld scheme was the strong dependency of the atomic charges

on the chosen ρ0A(−→r ). This is solved by imposing an iterative scheme (HI), where this density is

updated every iteration. The weight function is defined based on the electron density of the previous
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Figure 2.8: Evaluation of the transferability of ESP, HI and MBIS charges. On the horizontal axis the
charges obtained in the inorganic cluster are shown, while the charges derived in the organic
linker are shown on the vertical axis. Robust charges lie on the bisector.

step, so that Eq. 2.17 can be rewritten to yield

wiA(−→r ) =
ρi−1A (−→r )

ρi−1(−→r )
(2.19)

The atomic charges have converged when the electron population of the atoms does not longer

change or

∆i
A = |N i

A −N i−1
A | (2.20)

is zero for each atom. The atomic populations obtained in each step are usually fractional numbers.

To obtain a suitable isolated electron density to describe the pro-molecular density in each step,

one uses linear interpolations of the electron densities of the neutral atom and different charged

states. In other words, one needs a database of electron densities of different charge states for the

atoms under study. The atomic charge is then given by the difference of the atomic number and

the electron population of atom A in the last step

qA = ZA −NA (2.21)

Different studies have shown that this approach combines ESP accuracy with transferability. How-

ever, the problem with HI is the overestimation of the charges in a strong ionic environment [75]. An

example is the charge on an oxygen atom chemically bonded to an atom with low electronegativity.

This results in oxygen charges between -1e and -2e. As a consequence, the scheme as presented

above requires the density of an artificial unstable oxygen dianion to describe the pro-molecular

density. A new scheme was proposed to solve some of the problems related to this: Extended Hir-

shfeld [76]. Early tests showed that this scheme strongly underestimates the atomic charges in the

inorganic part of the MOFs. For this reason, this scheme was not applied in this thesis.
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Minimal Basis Iterative Stockholder (MBIS) partitioning scheme

Currently, a new atom-in-molecules scheme is being developed at the CMM. It will be shown in

Section 2.3, that the charges obtained in this way are superior to the ones obtained with Hirshfeld-I.

They provide a better reproduction of the electrostatic potential as measured via the ESP cost and

are more robust and transferable than the ESP fitted charges.

In this partitioning scheme, the molecular electron density is again split up into atomic contributions.

The pro-molecular density is expanded in a sum of 1s-Slater functions:

ρ0(
−→r ) =

N∑

i=1

ni∑

α=1

Niα

8πσ3iα
e
− |
−→r −
−→
Ri|

σiα (2.22)

This sum runs over all atoms N and over all electron shells ni of atom i. The unknowns in this

expression are the electron population Niα and the slope σiα of the Slater function. These are fitted

by minimizing the Kullback-Leibler divergence DKL of ρ0(
−→r ) with respect to the ab initio electron

density ρ(−→r ):

DKL =

∫
d−→r ρ(−→r ) ln

(
ρ(−→r )

ρ0(
−→r )

)
(2.23)

This objective function is used in information theory and is a measure of the information lost when

ρ0(
−→r ) is used to approximate ρ(−→r ). By using this as a cost, as much information as possible from

the ab initio density is contained in the pro-molecular density.

The atomic charge is then obtained by the difference of the atomic number Zi and the integration

of the electron shells assigned to atom i over the entire volume:

qi = Zi −
ni∑

α=1

Niα

8πσ3iα

∫
d−→r e−

|−→r −
−→
Ri|

σiα

= Zi −
ni∑

α=1

Niα

(2.24)

Gaussian charge distributions

The atomic charges were determined for every atom using one of the schemes as discussed previ-

ously. In the force field, these atomic charge distributions were described using a spherical Gaussian

charge distribution. A spherical Gaussian charge is described by its total charge qi and the dis-

tribution width di. These parameters were determined with the method proposed by Chen and

Martinéz [77]. In this method, the orbital exponents from s-type Gaussian orbitals are fitted to

reproduce two-electron Coulomb integrals of s-type Slater orbitals. It was shown that these inte-

grals, which actually represent the electrostatic interaction, can be reproduced with a small error by

inexpensive Gaussian orbitals. This Gaussian orbital exponent can then be linked with an atomic
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charge radius di.

The use of these charge distributions in force fields for MOFs was introduced in MOF-FF [64]. The

Coulombic interaction between Gaussian charge distributions is given in Eq. 2.25. This approach

has the advantage that the electrostatic interactions for high charges are damped at close distances,

which is beneficial for the description of the inorganic part.

V FF
EI =

1

4πε0

qiqj
rij

erf

(
rij
dij

)
with dij =

√
d2i + d2j (2.25)

A comparison of the Coulombic interaction between Gaussian charge distributions and point charges

is made in Figure 2.9. The error functions damps the r−1 behavior at short distances (r ≤ dij). At

larger distances (r ≥ dij) both potentials give the same result as the error function is then equal to

one.

In the fitting procedure of QuickFF, the energy related to the electrostatic interaction is subtracted

from the ab initio energy before the covalent part is fitted. This means that the effect of this

damping is accounted for in the covalent parameters. Moreover, due to this damping effect, it now

makes more sense to include the 1-2 and 1-3 electrostatic interactions as was done in MOF-FF [64].

Figure 2.9: Comparison of Coulombic interaction between Gaussian charge distributions and point charges
for an Al-Oca pair in MIL-53(Al). The black dotted line indicates an interatomic distance of
σij .

2.2.4.1 Periodic charges via bond charge increments

Typically, the force fields are constructed using ab initio reference data generated on two different

finite clusters. If the derived charges are directly transferred to the periodic crystal, no neutral unit
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cell is found. To this end, the atomic charges are transformed into bond charge increments [78],

which can be interpreted as a charge transfer from one atom to the other. This approach was pre-

viously used in the development of the force field of MIL-53(Al) by Vanduyfhuys et al. in Ref. [14].

The atomic charge qi is rewritten as the sum of a precharge qi,0 and all bond charge increments pij .

Here the summation runs over all atoms j bonded to atom i.

qi = qi,0 +
∑

j

pij (2.26)

Some of the cluster models were not neutral themselves. The precharge of all atoms in such a

cluster was fixed to the total charge of the cluster divided by the number of atoms. This precharge

was neglected in the transfer from the isolated clusters to the periodic structure. The bond charge

increments were then fitted in a least-squares way to the atomic charge minus the fixed precharge.

2.2.5 van der Waals interaction

The van der Waals interactions are long-range attractive forces which stem from many-particle ef-

fects and play an important role in MOFs [79]. Standard DFT functionals do not capture these

effects. Several solutions are available for the inclusion of these effects, such as specifically designed

functionals or adding an empirical dispersion term to the energy. This last solution is the most

popular method for including dispersion in calculations without much effort.

An advantage of force fields is the possibility to easily include these effects. Quantum mechanically

one can derive a potential energy expression at large distance with a r−6 dependence between

two atoms separated with a distance r. This term describes the dipole-dipole interactions due to

electron correlation. Repulsive interactions, resulting from the Pauli exclusion principle, are less

straightforward to describe analytically, but they only play a role at short distances. A common

approximation has a r−12 dependence. This has no physical basis, but is chosen for the ease of

calculation as the square of the attractive contribution. Both contributions lead to the well-known

Lennard-Jones potential which approximates the interatomic potential:

V (r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
(2.27)

In this potential, σ and ε are the equilibrium radius and well depth of the minimum. Another

approximation for the repulsive part is the Buckingham potential, which is less repulsive than the

Lennard-Jones potential and has an exponential dependence on the interatomic distance. This is

inspired by the fact that electron-electron repulsions are well represented by exponential Slater-type

functions. The potential is given by

V (r) = A exp

(
−B
r

)
− C

r6
(2.28)
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where A, B and C are constants depending on the molecular situation. A problem with this po-

tential is the incorrect limit for r going to zero and the fact that it reaches a maximum at very

short distances. This is due to the specific form of the potential, where the attractive interaction

dominates at small separations (r−6).

In most force fields, the van der Waals interactions are described with the Lennard-Jones potential.

In the MM3 force field [50], the Buckingham potential was modified such that it only depends on

two parameters. This form introduces a fixed steepness of the repulsive part. This is the so-called

MM3 Buckingham potential:

V (r) = εij

[
1.84× 105 exp

(
−12

r

σij

)
− 2.25

(σij
r

)6]
(2.29)

The two parameters σij and εij are, similarly as in the Lennard-Jones potential, the equilibrium

distance and well depth of the potential. These parameters are typically determined with empirical

mixing rules for the interaction between atom i and atom j:

σij = σi + σj and εij =
√
εiεj (2.30)

and these parameters were estimated in the MM3 force field for every atom and are tabulated in

Ref. [80]. In MM3, the 1-2 and 1-3 interactions are discarded to avoid a strong overestimation of the

repulsion terms. A comparison between the MM3 Buckingham potential and Lennard-Jones poten-

tial for MOFs was made by the authors of MOF-FF [64,65]. They showed that the Lennard-Jones

potential is too repulsive, which is why the authors of MOF-FF opted for the MM3 Buckingham

potential. In this work, it was also chosen to use the MM3 Buckingham potential with the param-

eters of Ref. [80]. The MM3 van der Waals form has, however, several known problems in general

and for the application on MOFs.

A first problem with the parameters of the MM3 force field is the accuracy of the repulsion between

apolar hydrogen atoms. However, as was stated by Vanduyfhuys et al. [14] and the authors of

MOF-FF, the effects are only minor. A second problem, as mentioned above, is the incorrect limit

at short distances due to the functional form. In MOF-FF, this problem was solved by adding a

damping term, but this artifact should have no influence due to the very high barrier, which is not

thermally accessible at regular temperatures in MD simulations. The most important problem with

the MM3 Buckingham term for the application on MOFs is that it is too repulsive, especially in the

inorganic coordination environment. This leads to deviations of the correct unit cell shape. While

the parameters in MM3 are designed to include the 1-4 interactions, one should note that these

were not estimated for complex metal clusters that are present in MOFs.

In that regard, a slight modification of the exclusion rule and the parameters itself is justified. In

Ref. [14], it was shown that for a more realistic description of the breathing behavior of MIL-53(Al),
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the MM3 εi should be uniformly rescaled for all atoms with a factor 0.86. This study also illustrates

the sensitivity of the force field towards its van der Waals parameters. With this in mind, the

van der Waals parameters are regarded as a term that needs refinement in this work, with which

a better reproduction of experimental and theoretical results can be obtained. A big part of the

difficulty of optimizing the van der Waals interaction parameters lies in the limitation of standard

ab initio techniques in treating these effects. Therefore, highly accurate parametrization of the van

der Waals part requires experimental results to estimate the unknowns, which are not available for

hypothetical MOFs.

It is clear that a better description of the nonconvalent terms, both the electrostatic and the van der

Waals interactions, is highly desirable, but definitely not trivial. A potential improvement was very

recently introduced by Grimme in the Quantum Mechanically Derived Force Field (QMDFF) [66],

where the Pauli repulsion and London dispersion interactions were separated. The advantage of the

separation of these effects is that the effects of Pauli repulsion could be included in the QuickFF

fitting procedure, which is not an option for the Lennard-Jones or Buckingham potential as the

two terms in the interaction energy cannot be strictly separated in repulsion and dispersion. For

the dispersion interactions, QMDFF uses a potential energy term similar to the well-established

and very succesful empirical dispersion correction term [81, 82] in DFT, while the Pauli repulsion

is described by an exponential term, depending on various empirical and fitted parameters. More

details can be found in Ref. [66].

2.2.6 Computational details

The ab initio DFT cluster calculations were carried out with Gaussian09 [83]. The clusters were

build with Zeobuilder [84]. The popular hybrid Becke, 3-parameter, Lee-Yang-Parr (B3LYP) func-

tional [85] was used for all calculations, with the 6-311G(d,p) Pople basis sets [86] unless otherwise

stated. Extra polarization functions were added for a better description of the metal oxygen bonds.

The first step was the optimization of the cluster model. A tighter convergence criterium (opt=tight)

was used when necessary to obtain a true minimum on the potential energy landscape and a finer

grid for the numerical integration was used in all calculations with the keyword int=ultrafine. The

required ab initio Hessian was obtained with the keyword freq, with which the vibrational fre-

quencies were analytically determined. In some occasions, the default convergence criterium of

this method had to be reduced with a factor ten to obtain a converged result. It has previously

been shown by Furche and Perdew [87] that the B3LYP functional tends to overestimate bond dis-

tances in 3d transition metal compounds. Here, it was chosen not to correct for this and therefore,

the force field was directly fitted to reproduce ab initio data, which allows for a systematic approach.

The HI and MBIS charges were derived using Horton [88] and the force fields were all generated

with QuickFF [67]. The force field simulations were performed with Yaff [89]. The real space cutoff

used for the electrostatic interactions is 15 Å and the longe-range interactions were handled using
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the Ewald summation technique. A cutoff radius for the van der Waals interactions of 15 Å is used.

2.3 Development of force fields for well-known MOFs

In this section, the force fields derived in this thesis for well-known and experimentally characterized

MOFs are discussed. The selected MOFs display different molecular environments, to illustrate the

general applicability of the methodology. The test set contains MOF-5, MIL-53, MIL-47, HKUST-1,

DMOF-1 and ZIF-8.

2.3.1 MOF-5

MOF-5 was the first metal-organic framework, synthesized by the group of Yaghi [10] in 1999 and

it has received much attention in theoretical and experimental studies. The crystal has a cubic unit

cell and space group Fm3m. The framework consists of a Zn4O(CO2)6 inorganic node connected

through 1,4-benzenedicarboxylate (BDC) linkers (see Figure 2.10).

Several authors have developed an ab initio parametrized force field for MOF-5 using the cluster

model approach [47,64]. In this work, the zinc benzoate cluster model (see Figure 2.11 on page 32)

as proposed by Tafipolsky and Schmid in Ref. [56] is used to describe the Zn4O(CO2)6 building unit

of the IRMOF series. The organic linker cluster model was also inspired by Tafipolsky and Schmid in

Ref. [56]. The ab initio calculations were carried with extra diffuse basis functions (6-311++G(d,p)),

which was deemed necessary for an accurate description of the inorganic coordination environment.

Some ab initio reference data are tabulated in Table 2.1. In this table the bond lengths obtained

with two different force fields are compared with the DFT values.

In the third and fourth column, the data obtained after relaxing the zinc benzoate cluster with the

force field is presented. To compare with the ab initio reference data, the van der Waals interac-

tions were excluded. The bond distance Oce-Zn shows the largest deviation. From this table, one

could conclude that the force field with MBIS charges is a better choice as the deviation of this

distance is smaller. While the DFT reference cluster predicts a slightly shorter bond distance for

Oca-Zn than for Oce-Zn, the opposite is true for the derived force fields. When these parameters

are transferred to the periodic structure and the van der Waals interactions are added to mimic the

experimental behavior, the results in the last column are obtained. The experimental Oca-Zn and

Oce-Zn distances are 1.94 Å and 1.95 Å respectively [10]. The periodic structure optimized with

the force field shows a better correspondence than the DFT cluster.



2.3. Development of force fields for well-known MOFs 31

Figure 2.10: View along the [100] direction of MOF-5. The conventional unit cell is indicated on the figure.

Table 2.1: Comparison of bond lengths in the zinc benzoate cluster. In the last two column the bond lengths
of the periodic structure are given, obtained with the final force field.

Atom types DFT FF (HI, excl. vdW) FF (MBIS, excl. vdW) FF (MBIS, incl. vdW)
cluster cluster cluster periodic

Cca-Cpc 1.496 1.495 1.494 1.501

Cca-Oca 1.267 1.266 1.266 1.265

Cpc-Cph 1.399 1.400 1.400 1.401

Cph-Cph 1.391 1.392 1.392 1.387

Cph-Hph 1.082 1.082 1.083 1.081

Oca-Zn 1.977 1.980 1.980 1.974

Oce-Zn 1.979 1.960 1.972 1.964

Table 2.2: Comparison of ESP cost for MK and Hu ESP cost function for different schemes.

Charge scheme MK Cost Hu Cost

MK 0.00585 0.00584

Hu 0.00647 0.00549

HI 0.02633 0.02830

MBIS 0.01943 0.01768
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Figure 2.11: Cluster models for the parametrization of MOF-5 as proposed by Tafipolsky et al. [56] In the
left pane, the zinc benzoate model for the inorganic building block is shown. In the right pane,
the cluster model for the organic linker is displayed.

In MOF-5, Zn has an oxidation number of +II. The HI estimated charge for Zn in the zinc benzoate

cluster is +1.427 and with MBIS this is +1.275, indicating that the charge on the Zn atom is rather

high with HI. This is even more pronounced for the charge of Oce, where the value obtained with HI

is -1.721, while the MBIS scheme predicts -1.357. In Table 2.2 on the previous page a comparison

of the ESP cost is shown. The MK and Hu ESP cost functions are evaluated with the HI and

MBIS derived charges and it can be seen that the MK-fitted charges have the lowest MK cost. The

same is true for the Hu-fitted charges and the Hu cost function. This is normal as these charges are

specifically fit to minimize the corresponding cost functions. More interestingly, it can be seen that

MBIS performs better than the HI charges in reproducing the ESP according to both cost functions.

This result, together with the slightly better correspondence of the QuickFF bond distances with

the ab initio reference data, justifies the choice for the MBIS charges for MOF-5 in the remainder

of this work.

In Table 2.3, the lattice parameter of the cubic MOF-5 is shown as optimized with the final force field.

The lattice parameter is slightly (≈ 1%) overestimated compared to the experimental result, but is

in agreement with other theoretical results. The MM3 van der Waals parameters are directly added

to the estimated force field, but 1-4 interactions are excluded. When including these interactions, an

increased lattice parameter of 26.304 Å is observed, which is due to the overestimation of the Pauli

repulsion in the inorganic metal node. Civalleri et al. [90] performed periodic DFT calculations

with the B3LYP functional and obtained a lattice parameter of 26.088 Å. The force field shows a

good agreement with this value.
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Table 2.3: Comparison of lattice parameter of MOF-5 with literature data.

Exp. [10] This work MOF-FF [64] DFT [91] DFT [91] DFT [90]
LDA GGA B3LYP

a [Å] 25.885 26.134 26.080 25.56 26.04 26.088

2.3.2 MIL-53

The MIL-53 family (MIL = Matériaux de l’Institut Lavoisier) is known for its breathing behavior.

Starting from the first experimental synthesis in 2002 of MIL-53(Cr) by Férey and co-workers [12],

these materials have been the subject of many experimental and theoretical investigations. The

framework consists of 1,4-benzenedicarboxylate (BDC) organic linkers connecting one dimensional

M3+(OH) chains (see Figure 2.12).

Figure 2.12: Illustration of MIL-53(Al). The unit cell is indicated on the figure.

There have been some attempts in obtaining force fields for this flexible material. Salles et al. [1]

developed a force field for MIL-53(Cr) that is able to describe the transformation between the large-

pore and narrow-pore state. An accurate description of this framework flexibility is a difficult task.

It is, however, very important to understand the microscopic underlying features. Since experi-

mental techniques are not able to elucidate on these mechanisms due to the fast transition speed,

one needs to resort to computer simulations to gain insight in these mechanisms. The force field

developed by Salles et al. contains bonded and nonbonded potential terms. The organic linker is

described using parameters from the CVFF [52], and the inorganic covalent part (e.g. Cr-O bond)

is adopted from DREIDING [49], but adjusted to reproduce structural features of the narrow pore

and large pore. The connection between both parts (angles and torsions) is also fitted to reproduce
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both phases. A Coulombic point charge interaction and a Lennard-Jones potential are used for the

nonbonded interactions. This force field is able to reproduce the crystal structure of MIL-53(Cr)

in both the large pore and narrow pore as well as to describe the guest-induced transitions. This

approach, where the parameters for the organic linker are taken from generic force fields and the

inorganic part and the connection are adjusted to reproduce structural data, has shown to be suc-

cesful in later studies [92].

However, such an approach is inherently limited by the available amount of experimental data. It

offers no possibility to study hypothetical structures and it is not capable to predict such transfor-

mations without experimental signs hinting towards it. A next step in the development of flexible

force fields for MOFs is hence to derive force fields without experimental input, but starting only

from ab initio data. The force field derived from quantum mechanical data by Vanduyfhuys et

al. [14] was able to describe the energy profile along the breathing mode of the empty MIL-53(Al)

material. It has also been shown that QuickFF is able to generate an accurate force field for these

flexible materials [67]. Structural transitions of the empty framework, i.e. breathing without the

presence of guest molecules, was observed for the first time experimentally by Liu et al. [93] and

later confirmed by means of DFT calculations by Walker et al. [79]. The novelty of the force field

of Vanduyhuys et al. lies in the possibility to describe this with a force field derived only from

quantum mechanical data. A critical remark that must be made concerns the strong sensitivity of

the breathing profile on the van der Waals parameters. These parameters are usually not refitted

to ab initio data, but taken from other force fields and some problems still remain, as will be shown

in this section.

MIL-53 has been synthesized for different metal centers such as Cr [12], Al [93], Sc [94], Ga [95],

In [96] and Fe [97]. In this work, force fields are derived for several of these metals and their in-

fluence on the structural and mechanical properties is investigated. With QuickFF, it has become

possible to derive in an easy way force fields for the MIL-53 family. The model systems used for

MIL-53 are shown in Figure 2.13. A segment of the 1D metal chain consisting of four metal atoms

is considered, where the core region is made up of the two central metal atoms. The oxygen atoms

along the chain are terminated with a hydrogen atom, while the linkers at both sides are terminated

with an acetylacetone (ACAC) molecule. The total charge of the inorganic cluster model is -1. The

parameters of the organic linker are estimated from the second cluster. The hydrogen atom is re-

moved from the bridging OH ligand to obtain a symmetric charge-neutral system. The metal atoms

are terminated at each side with a water molecule and the organic linkers again with the ACAC

molecule. Similar clusters have succesfully been used by Vanduyhuys et al. [14] for the derivation

of the MIL-53(Al) force field. The calculations were carried out using the B3LYP functional and

a 6-311G(d,p) Pople basis set for all atoms (including the row 3 metal atoms), except for In and

Y, for which LANL2DZ [98] pseudopotentials were used. Ab initio calculations were performed on

cluster models with metal centers Al, Sc, Ti, V, Cr, Ga, In and Y. Some of these have not yet been

synthesized. All DFT calculations were carried out with maximal spin (e.g. Cr has three unpaired
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electrons, resulting in a maximum spin of 6 for the inorganic cluster with four metal atoms).

Figure 2.13: Cluster models used for MIL-53: metal chain (left) and organic linker (right).

For Al and the row 3 metal atoms, charges were derived using the HI and MBIS scheme. Despite

its deficiencies, the MK ESP fitting method was used for In and Y, as no all-electron calculations

were performed with these metal centers. The use of atoms-in-molecules schemes is not advised

in this situation. In Table 2.4, the ESP cost from both MK and Hu methods is tabulated for

the MK, MBIS and HI charges of metal centers Al, Cr and Ga, but the conclusions remain the

same for the others. Similar as was noted for MOF-5, the MBIS charges have a lower ESP cost

than the HI charges, indicating that they provide a better reproduction of the electrostatic potential.

Table 2.4: A comparison of the ESP cost of the MBIS and HI scheme for various metal centers in the
inorganic model system of MIL-53.

Al Cr Ga

ESP MK ESP Hu ESP MK ESP Hu ESP MK ESP Hu

MK 0.00523 0.12661 0.00552 0.00530 0.00598 0.00555

MBIS 0.03281 0.15806 0.02439 0.02104 0.03916 0.03608

HI 0.08110 0.16869 0.08984 0.08554 0.07964 0.08034

In Table 2.5, some structural parameters are compared between the DFT cluster and the force

field optimized periodic structure, with and without the inclusion of the van der Waals terms.

To validate the covalent parameters, one should compare the first two as DFT lacks dispersion

interactions. Instead of repeating this for every metal center, the focus lies on MIL-53(Al) to

illustrate the performance of QuickFF. The agreement is very good. The largest deviations are the

overestimation of the Al-Ohy-Al and Al-Oca-Cca angles with approximately 1.7%. When the van der

Waals interactions are included to mimic the experimental situation more closely, some structural
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Figure 2.14: Definition of the diagonal D and interdiagonal angle θ. Figure taken from Ref. [14].

changes can be noted. The Al-Al distance decreases with 0.05 Å while the bond distances remain

mostly the same. This decrease can be attributed to the decrease of the Al-Ohy-Al along the chain

with 2.6◦. The experimental Al-Al distance is the b lattice parameter divided by 2 and gives 3.31

Å (77 K, Liu et al. [93]), which is clearly better represented with the inclusion of the van der Waals

interactions. Another effect is the increase of the diagonal D (see Figure 2.14). This in fact measures

the distance along the BDC linkers. By including the dispersion interactions, the Oca-Cca-Oca and

Cca-Cpc-Cph angles decrease resulting in an elongation along the linker.

Table 2.5: Comparison of structural parameters of MIL-53(Al). The DFT cluster is compared with the force
field optimized periodic structures. The symbol * indicates that it is taken from the organic linker
cluster model.

Atom types DFT Cluster FF (excl. vdW) FF (incl. vdW)
cluster periodic periodic

Al-Al [Å] 3.38 3.39 3.34

Al-Oca [Å] 1.95 1.95 1.94

Al-Ohy [Å] 1.87 1.86 1.86

Cca-Oca [Å] 1.26 1.26 1.26

Cca-Cpc [Å] 1.50* 1.50 1.51

Cpc-Cph [Å] 1.40* 1.40 1.40

Cph-Cph [Å] 1.39* 1.39 1.39

Al-Ohy-Al [◦] 129.0 130.6 127.6

Al-Oca-Cca [◦] 133.3 135.6 133.0

Oca-Cca-Oca [◦] 125.6 125.9 124.6

Cca-Cpc-Cph [◦] 120.4* 120.3 120.8

Influence of the metal center

MIL-53 has been the subject of a number of theoretical and experimental investigations. In this
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paragraph, some experimental observations are listed briefly, mainly to indicate what already is

known about the flexibility and stable forms of various guest-free MIL-53 frameworks.

As mentioned previously, the guest-free MIL-53(Al) displays breathing under influence of temper-

ature. This was experimentally demonstrated by Liu et al. [93]. The transition from the narrow

pore to the large pore occurs at approximately 325 to 375 K, while the reverse transition is found

at temperatures around 125 to 150 K. At room temperature the large pore is the most stable form.

In a transition from the large pore to narrow pore, a decrease in unit cell volume of 40% is found.

While at room temperature the large pore is the stable form of MIL-53(Cr), the narrow pore can

be obtained by applying mechanical pressure with a transition pressure of 55 MPa [99, 100]. The

reverse transition is at approximately 10 MPa indicating that there is no stable narrow-pore min-

imum. On the contrary, MIL-53(Ga) displays a narrow-pore form at room temperature [95] and

only at high temperatures around 500 K the structure goes to a large pore. Mowat et al. [94, 101]

observed different phases for the MIL-53(Sc) case and none of them really resembles the MIL-53(Al)

or MIL-53(Cr). The authors refer to it as a highly flexible framework that adopts many different

forms depending on the amount and type of the adsorbate included. A comparison is made in the

supporting information between the different MIL-53 variants synthesized at that time. They find

that the Sc-O-Sc angle is smaller than in other MIL-53 frameworks, which can be explained by the

larger ionic radius of Sc3+. NH2-MIL-53(In) was synthesized by Serra-Crespo et al. [96]. It was

found that it does not behave as MIL-53(Al) or MIL-53(Cr). Instead, it goes to a very narrow-pore

state with a volume of 980 Å3 at ambient temperature after thermal activation. Leclerc et al. [102]

reported a hydrated MIL-47 with V in the +III oxidation state. This strongly resembles the MIL-53

case. It is found that this structure is much more flexible than the rigid MIL-47(V+IV ), which is

discussed in the next section.

A first step in evaluating the influence of the metal center is by comparing the charges of the atoms

in close proximity of the metal ion. This gives an idea of the electronical structure. It can be

assumed that the charges are all approximately equal, as all metals have the same formal charge

+III. The metal centers are ordered along the horizontal axis according to atomic number and

charges derived via different schemes are shown in Figure 2.15 for the atom types Oca, Ohy and the

metal ion. The MBIS charges for the row 3 metals show a decreasing trend from Sc to Ga. They

vary between +2.1 and +1.9. This can be explained by an increasing electronegativity. Al has the

largest charge, even though its electronegativity is comparable with Cr, which is probably due to

the decreased ionic radius that increases the attraction of the oxygen atoms. The Oca charges are

quite constant, illustrating that overall the same charge transfer from the metal ion to the organic

linkers takes place. The Ohy have a similar trend as the metal atoms, indicating that especially

the electronic structure along the chain differs. The HI charges are always larger than the MBIS

charges, which illustrates the fact that in a strongly ionic environment, these charges tend to be

overestimated. The ESP fitted charges do not display a trend, but were added to compare the In

and Y charges with the rest. These ESP charges are in fact somewhat larger for the metal, Oca and
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Ohy compared with MIL-53(Al,Sc,Ti,V,Cr,Ga).

Figure 2.15: Absolute value of the atomic charges derived on the inorganic cluster model. The black dotted
line separates the metal, Oca and Ohy charges.

Two important terms in the force field for the MIL-53 framework are the dihedral force constants

for the patterns M-Oca-Cca-Cpc and M-Oca-Cca-Oca. The motions corresponding with it were nicely

illustrated in Figure 4 of Ref. [14]. The first term determines the rotation of the linker about the

two Oca-Oca axes, while the second determines the tilting of the plane of the linker around the Cca-

Cpc-Cpc-Cca axis. For instance, Salles et al. [1] and Yot et al. [92] explicitly fitted these constants

for a better reproduction of the experimental data. Vanduyhuys et al. [14] performed an extra ab

initio DFT scan of the periodic structure to obtain a better estimate. These terms are important

as they strongly influence the breathing motion. The force constants corresponding to them can

be seen as a measure for the ease with which the material can undergo the transition from large

pore to narrow pore or vice versa. The larger the sum of these force constants, the more energy it

costs to stay in the narrow pore and thus the more stable the large pore. In Figure 2.16, the force

constants estimated with QuickFF on the inorganic cluster model are shown for several sets of a

priori estimated atomic charges.

Some interesting trends are revealed in this figure. First, it can be seen that the dihedral force

constant estimated with MK ESP charges is systematically lower. The MBIS force constant of

MIL-53(V) coincides with the MK value. MIL-53(Y), which has not been synthesized, shows a

very small energy barrier for deformation. The result is that in the periodic structure, it always

contracts to a very narrow pore. It can be seen that MIL-53(Cr) has the same force constants as

the rigid MIL-47, which is 5 kJ/mol larger than for MIL-53(Al). MIL-53(Cr) is a flexible material,
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Figure 2.16: Sum of the force constants K for the dihedral patterns M-Oca-Cca-Cpc and M-Oca-Cca-Oca,
which strongly determine the breathing behavior.

but at room temperature it does not show a narrow-pore minimum. An external pressure has to be

applied to push it into the narrow-pore phase. MIL-53(Ga) has a similar force constant as the Al

case, but it undergoes a transition to the large pore at rather large temperatures. Boutin et al. [103]

analyzed this by DFT calculations and showed that the entropic stabilization of the large pore is

smaller than for Al and thus the transition temperature increases. MIL-53(In) has been synthesized

with an amine functional group, such that it is not known how the empty form behaves, but only a

very narrow pore was found. The obtained force constant on the ab initio cluster, which is rather

low, suggests that one can expect a flexible system with a stable narrow pore. A low force constant

is also found for MIL-53(Sc), where Mowat et al. [94] reported a highly flexible structure that is

easy to deform, consistent with the lower dihedral force constant.

One can argue that the metal center will have a large influence on the structural parameters along

the metal chain. In Table 2.6, the most important parameters are shown and compared among var-

ious methods. The DFT cluster values are taken from the inorganic cluster models. The b lattice

parameter is estimated as two times the distance between the metal atoms in the core region. The

force field values are obtained after optimizing the periodic structure. This table again illustrates

the good performance of QuickFF. The bond distances are nearly perfectly reproduced. The b

lattice parameter is underestimated for all metal centers except for Al, which is mainly due to the

M-Ohy-M angle as the bond distances are the same as the DFT cluster. When the van der Waals

interactions are added, the M-Oca bond length typically increases and the bend angle along the

chain decreases.

Two different trends can be detected when looking at the M-O bond distances. When going to the
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right in the periodic table along the row 3 transition metals, this distance decreases (Sc,Ti,V,Cr) due

to the larger effective core charge. When descending in column 3 of the periodic table (Al,Ga,In),

the bond length increases due to the occupation of more and more shells. The force fields succeed

in reproducing this. The bend angle follows approximately the same trend in the DFT cluster

for (Al,Ga,In), but disappears in the force field. It can, however, be noted that Mowat et al. [94]

indicated that the angle along the chain in MIL-53(Sc), is lower than for other metal centers (values

between 118◦ and 120◦). The same is true with the force field.

Table 2.6: A comparison of the MBIS and HI scheme for various metal centers in the inorganic model
system of MIL-53.

Method Al Sc Ti V Cr Ga In

M-Oca [Å] DFT cluster 1.95 2.14 2.08 2.05 2.00 2.04 2.15
FF (excl. vdW) 1.95 2.14 2.08 2.04 2.00 2.05 2.17
FF (incl. vdW) 1.95 2.14 2.08 2.05 2.01 2.05 /

M-Ohy [Å] DFT cluster 1.87 2.10 2.03 1.98 1.97 1.94 2.07
FF (excl. vdW) 1.86 2.10 2.03 1.97 1.97 1.94 2.08
FF (incl. vdW) 1.88 2.11 2.05 1.99 1.98 1.96 /

M-Ohy-M [◦] DFT cluster 129.0 125.7 128.0 126.6 124.8 125.6 124.6
FF (excl. vdW) 130.6 120.9 122.9 124.9 124.3 122.3 117.9
FF (incl. vdW) 129.3 119.9 121.5 124.2 123.3 122.9 /

b [Å] DFT cluster 6.76 7.47 7.30 7.06 6.97 6.91 7.33
FF (excl. vdW) 6.77 7.30 7.13 7.00 6.95 6.78 7.11
FF (incl. vdW) 6.81 7.29 7.13 7.02 6.97 6.88 /

∆Elp-np FF (incl. vdW) -11.2 77.3 51.2 44.5 26.3 46.4 /

In the last row, the energy difference between the large pore and narrow pore at 0 K is shown,

obtained with the standard MM3 van der Waals parameters. From these results one could suggest

that the narrow pore becomes more stable relative to the large pore when increasing the ionic radius

(along the row 3 transition elements or downward along the column 3 elements). It should, however,

be stressed that this value and trend is very sensitive to the van der Waals parameters. Rescaling

ε, while keeping the exclusion rule and σ the same, results in the same trend. Changing σ on the

other hand, results in other trends. In the next paragraph, the breathing profile, and thus relative

stability of lp versus np, is discussed for MIL-53(Al).

Finally, some periodic lattice parameters are compared with published results for the narrow pore

and large pore in Tables 2.7 and 2.8. There are not many accurate experimental data available on

low temperature guest-free frameworks. In fact, only for MIL-53(Al) there are data on both phases

at a low temperature of 77 K. Comparing the values of MIL-53(Al) of Loiseau et al. [104] and

Liu et al. [93] already shows that there are deviations between different experiments and different
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temperatures. However, it can be seen that there is a reasonable agreement with periodic DFT

calculations on MIL-53(Al) and MIL-53(Ga). The diagonal D is typically overestimated in the

large pore compared to the experiment. This overestimation along the BDC linker is noted in

all our force fields on various MOFs. The interdiagonal angle θ is overestimated in both large

pore and narrow pore MIL-53(Al). In other cases, such as narrow pore MIL-53(Cr), θ is slightly

underestimated. It does not seem that there is a systematic trend in the deviations from experiment.

Table 2.7: A comparison of the cell shape for the large pore MIL-53. The symbol * indicates that the van
der Waals parameters had to be modified to find a minimum at 0 K. The high-temperature (ht)
experimental form of Al, Cr and Ga is given.

Metal Method a [Å] b [Å] c [Å] V [Å3] θ [◦] D [Å]

Al This work (0 K) 16.40 6.66 13.78 1505 80.0 21.42
FF (0 K) [14] 17.05 6.59 12.90 1449 74.3 21.38

DFT, B3LYP (0 K) [105] 16.48 6.68 13.24 1458 77.6 21.14
Exp. (77 K) [93] 16.91 6.62 12.67 1418 73.7 21.13

Exp. ht [104] 16.68 6.61 12.81 1412 75.0 21.03

Cr This work (0 K)* 16.87 6.89 13.37 1552 76.8 21.53
Exp. ht [12] 16.73 6.81 13.04 1486 75.9 21.21

Ga This work (0 K)* 17.98 6.62 12.28 1462 68.7 21.77
DFT, B3LYP (0 K) [103] 17.65 6.84 12.03 1453 68.6 21.36

Exp. ht [95] 16.68 6.75 13.35 1480 77.3 21.36

Table 2.8: A comparison of the cell shape for the narrow pore MIL-53. The low-temperature (lt) form of
Al, Cr and Ga is given.

Metal Method a [Å] b [Å] c [Å] γ [◦] θ [◦] D [Å]

Al This work (0 K) 19.70 6.56 7.83 90.2 43.3 21.20
FF (0 K) [14] 19.57 6.53 6.24 97.2 35.4 20.54

Exp. (77 K) [93] 20.82 6.61 6.87 113.9 36.5 21.93
Exp. lt + H2O [104] 19.51 6.57 7.61 104.2 42.6 20.94

Cr This work (0 K) 20.15 6.71 7.31 90.0 39.8 21.44
Exp. lt + H2O [12] 19.69 6.78 7.85 104.9 43.5 21.20

Ga This work (0 K) 20.33 6.52 7.52 90.0 40.6 21.68
DFT, B3LYP (0 K) [103] 21.61 6.68 7.03 117.57 36.0 22.72

Exp. lt [95] 19.83 6.86 6.71 103.9 37.4 20.93

Influence of the van der Waals parameters on the breathing behavior: MIL-53(Al)

It is opted to study the influence of the force field van der Waals parameters by focusing on MIL-

53(Al). For this structure a reversible transition between the guest-free narrow pore and large

pore induced by temperature was detected by Liu et al. [93]. At low temperatures, the narrow
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pore is found, while at higher temperatures the large pore is the stable state. Using dispersion

corrected DFT (DFT-D3 [82]) as well as the vdW-DF functional, Walker et al. estimated the en-

ergy difference between the lp and np in the range of 34-72 kJ/mol per unit cell, depending on the

exchange-correlation functional used. In case of B3LYP+D3, they found 42 kJ/mol per unit cell.

Dispersion interactions were proven to be necessary to obtain a narrow pore state. Vanduyfhuys

et al. [14] studied the sensitivity of the energy profile on the van der Waals parameters during

breathing at 0 K. By uniformly rescaling the ε and σ parameters, both the cell shape as well as the

relative stability of the large pore and narrow pore can be changed.

Detailed information about the relative stability is not available for the other metal centers and it

is hard to obtain a good idea in which range the parameters should be. The sensitivity of these

parameters on the breathing profile was investigated and the effects are found to be the same for

all metal centers. For this reason, the main ideas are illustrated with the example of MIL-53(Al) in

Figure 2.17. Here a scan is made over the interdiagonal angle θ (see Figure 2.14 on page 36), the

angle defining the opening of the pores. The experimentally measured values of the interdiagonal

angles of the narrow pore (36.5◦) and large pore (73.5◦) at 77 K [93] are indicated by the black

vertical lines. As the initial results showed that the inclusion of the 1-4 van der Waals interactions

did not result in a good performance of the force field, it was opted to leave them out. The σ

and ε parameters used in the simulation are indicated in the legend. There are some effects that

can be mentioned. By increasing σ, or thus the van der Waals radii of the atoms, the narrow-pore

minimum shifts towards larger interdiagonal angles and the large-pore minimum shifts towards

smaller interdiagonal angles. Increasing ε results in a stabilization of the narrow pore relative to

an interdiagonal angle of 90◦. The large-pore minimum dissapears for σ=1.1 when ε is increased

from 0.8 to 0.9. The energy difference is of the order of 1 kJ/mol and thus much smaller than the

DFT result by Walker et al. [79]. A more recent investigation reported an energy difference of 35.7

kJ/mol [103]. However, one could argue that the energy difference found by them is rather large

as the large-pore structure is already the absolute minimum at room temperature. This means

that the narrow-pore structure should shift with more than 35 kJ/mol upwards with respect to the

large pore. To conclude, it does not seem that it is possible to obtain the same energy difference as

Walker and the same experimental structure as Liu. As a trade-off between sufficiently large lp-np

energy difference and a large pore bound at θ≈74◦, we choose to work with σ=1.10 and ε=0.85.

The narrow pore is then 9 kJ/mol per unit cell more stable than the large pore at 0 K.

As there are not sufficient experimental or theoretical data available for the other metal centers,

it is opted to use the same set of parameters. These materials tend to have a more stable narrow

pore at 0 K and no large pore is detected for this set of van der Waals parameters. In Chapter

3, the influence of these parameters on mechanical properties such as the elastic constants will be

discussed.
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Figure 2.17: Influence of van der Waals scale on breathing profile. The black vertical lines indicate the
experimental results of Liu et al. [93] at 77 K.

2.3.3 MIL-47

Another material from the MIL series is the MIL-47(VIV ). Similarly to MIL-53, it is built from

VO chains connected by BDC linkers. The main differences with MIL-53 are the oxidation number

of the metal ion, which is now +IV instead of +III, and the absence of the hydrogen atom on the

bridging ligand along the 1D metal chain. Each vanadium atom contains one unpaired d-electron.

The periodic structure is shown in Figure 2.18. This material was synthesized for the first time by

Barthelet et al. in 2002 and is considered to be rigid as it does not show signifact modifications

upon adsorption of guest molecules (see e.g. Ref. [106]).

Figure 2.18: IIllustrations of the periodic structure of MIL-47. The unit cell is indicated on the figure.
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However, Yot et al. [92] demonstrated a pressure-induced breathing motion. They experimentally

observed a decrease of 38% of the volume when increasing the pressure above 85-125 MPa, which was

assigned to the contraction of the large pore (≈ 1530 Å3) to a narrow pore (≈ 950 Å3). Moreover,

it was shown that this transition can be reversed with a hysteresis of about 50 MPa. With another

experimental techniques, a transition pressure between the large pore and narrow pore was found

around 150 MPa. The differences in transition pressure between the experimental techniques was

ascribed to differences between the samples and the experimental conditions. When the pressure

is lowered beneath a value of around 60 MPa, the narrow pore opens and transforms back to the

large pore. Another experimental finding was the continuously decreasing volume of the narrow

pore, instead of collapsing under higher pressure.

Yot et al. succeeded also in reproducing this hysteresis behavior with force field MD simulations

in the NσT ensemble using a hydrostatic pressure. To this end, they made a new flexible force-

field model. The partial charges were derived from a periodic DFT calculation using the Mulliken

partitioning method [107]. The bonds and bends were described using a harmonic potential and

the dihedrals with a single cosine term. The parameters were taken from CVFF [52] for the or-

ganic linker and from UFF [48] for the metal chain. The bend forming the connection between the

inorganic and organic building unit was described with parameters from the succesful force field

by Salles et al. [1] for MIL-53(Cr) and the important torsion term V-Oca-Cca-Cpc was manually

adjusted to reproduce key structural characteristics of MIL-47(V). A Lennard-Jones potential and

the 1-4 exclusion rule was used for the van der Waals interactions. The force field was validated

by comparing experimental and simulated vibrational frequencies for which a good agreement was

found. NσT MD simulations were carried out at 300 K using the Berendsen barostat and thermo-

stat on a simulation box consisting of 32 unit cells and production runs of 2 ns were considered.

They obtained a PV hysteresis loop with transition pressures of 66 MPa and 137 MPa, which is

a good agreement with the experimental results. Furthermore, they observed the same continuous

decrease of the unit cell volume in the narrow pore under increasing pressure as was suggested by

the experiment.

In this work, the aim was to generate the first ab initio derived force field able in reproducing

this breathing behavior under pressure. Due to the structural similarities between the MIL-53 and

MIL-47 frameworks, the same cluster models were used at first. This first attempt did, however,

not succeed, as the asymetrical V-O bond distance was not well described. The chemical structure

of MIL-53 along the 1D metal channel is different and these cluster models did not result in a good

representation of the periodic structure.

The final cluster models, together with the definitions of the atom types, are shown in Figure 2.19.

These model systems are quite similar to the ones used for MIL-53 as still four metal atoms are

considered, but the termination along the metal chain is now different. Here, explicitly an asymetric

pattern was obtained by adding only at one of the two ending vanadium atoms an oxygen atom.
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Figure 2.19: Cluster models used for MIL-47.

This oxygen atom is not terminated by a hydrogen atom, such that it forms a strong chemical bond

with the metal atom, representing the short V-O bond distance. The cluster model for the inorganic

part is neutral with the maximum spin of 2 (four vanadium atoms with one unpaired d-electron).

For the organic linker a similar approach was used. The periodic MIL-47 has, however, a complex

spin structure as was illustrated by Vanpoucke et al. [108] using periodic DFT calculations. The

ground state, according to these calculations, consists of a system containing antiferromagnetic

chains in an antiferromagnetic configuration. This effect can naturally not be included in a finite

cluster model, which is a limitation. Furthermore, the authors showed a rather large influence of

the spin state on the bulk modulus and transition pressure. The precise influence on the force-field

parameters is hard to predict and was not investigated.

Table 2.9: Atomic charges calculated on the nonperiodic cluster compared with the charges published by
Biswas et al. [109]. The symbol * indicates that these charges were taken from the linker cluster.

Atom type MBIS HI HI [109]

V 2.067 2.443 2.426

O -0.783 -0.932 -1.012

O1 -0.745 -0.827 /

O2 -0.746 -0.819 /

Cca 0.888 1.017 /

Cpc -0.152* -0.286 /

Cph -0.100* -0.041* /

Hph 0.153* 0.096* /
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The charges were derived from the ab initio data, using only the MBIS and HI schemes (see Ta-

ble 2.9 on the preceding page), and a qualitative comparison was made by looking at the cost of the

ESP fitting methods. The HI charges are larger in absolute value, especially the charges along the

chain, V and O, differ widely from MBIS. Biswas et al. [109] derived these charges on the periodic

electron density with HI. In Table 2.9 on the previous page, it can be seen that the HI charges

derived on the periodic and finite structures are similar. The ESP cost (see Table 2.10) of the MBIS

charges is one order of magnitude smaller than the ESP cost of HI charges. According to the Hu

and MK measures, the reproduction of the electrostatic potential is better for the MBIS charges

and they were used in the force field.

Table 2.10: Comparison of cost for MK and Hu ESP cost function for different schemes.

Charge scheme MK Cost Hu Cost

MK 0.00485 0.00461

Hu 0.00511 0.00438

HI 0.13729 0.12406

MBIS 0.02416 0.02161

The next step was the generation of the force fields with QuickFF. The core region of the inorganic

cluster model consists of the two central vanadium atoms, such that one short and one long V-O

bond distance are included. These different bonds are approximated with a harmonic bond term in

the fitting procedure and the force constant corresponding with the long V-O bond was found to

be zero (with or without the inclusion of charges), indicating a very weak bond, which cannot be

described by a harmonic term. Only one atom type was used for vanadium and one for the bridging

oxygen along the chain. A harmonic bond term does not suffice to capture the asymetry in the

periodic structure with a force field, as the potential term related to the V-O bond distance internal

coordinate has two distinct minima and a polynomial double well potential was proposed to model

this. The harmonic force constants and equilibrium distances for the short and long distances were

determined on the inorganic cluster model with QuickFF. The double well potential should satisfy

the following conditions:

• The potential energy has a local minimum in the equilibrium distances r1 (short) and r2

(long).

• The second-order derivative of the potential energy towards the bond distance in r1 and r2

corresponds with the determined force constants or curvature.

This leads to four conditions, such that the lowest possible degree is 4. However, with the estimated

parameters, it was found that this did not result in a good potential energy term (see Figure 2.20a).

With this choice, the structure would contract and only the short distance would be found. A



2.3. Development of force fields for well-known MOFs 47

sixth order polynomial was required to obtain a reasonable - but artificial - barrier between the two

equilibrium distances. The term used is given by

U(r) =
K

2(r1 − r2)4
(r − r1)2(r − r2)4 (2.31)

In this equation K represents the force constant for the short distance as the force constant of the

long distance was determined to be zero. By inserting the obtained force constant K and equilib-

rium distances r1 and r2, a barrier of approximately 25 kJ/mol (see Figure 2.20b on the next page)

was found independent of the charges used in the fitting procedure. Two different atom types for

the carboxyl oxygen atoms (Oca) of the BDC linker were deemed necessary as the force constants

and rest values of the bonds and bends with the two different Oca were strongly different. O1 is

the atom type, when the projection of the V-Oca distance on the 1D chain is closest to a short V-O

bond distance, while O2 is the atom type when it is closest to the large V-O distance. A straightfor-

ward averaging did not deliver good results. More specifically, the structure relaxed to a symmetric

V-O bond distance. The asymetry along the chain is translated in an alternating assignment of O1

and O2 (see Figure 2.18 on page 43). Some force-field parameters to illustrate this asymetry are

tabulated in Table 2.11.

Table 2.11: Force-field parameters showing the asymetry in the structure.

Force constant Rest value

O1 - Cca 807.7 kJ/(mol · Å) 1.940 Å

O2 - Cca 667.9 kJ/(mol · Å) 1.985 Å

V - O1 - Cca 225.2 kJ/(mol · rad) 131.0◦

V - O2 - Cca 147.3 kJ/(mol · rad) 143.2◦

Some important structural parameters are compared between the ground state obtained by peri-

odic calculations [108], the finite cluster model, the experimental structure [110] and the structures

relaxed with the force field (excluding and including vdW) in Table 2.27 on page 67. The DFT

cluster model overestimates the asymetry along the metal chain: the short V-O bond distance is

smaller than in the experimental and periodic DFT structure, while the long distance is larger. The

V-O-V bend angle is underestimated in comparison with the experiment and both effects compen-

sate to some extent, resulting in a good approximation of the V-V distance. The bond distances

in the organic linker model are in good agreement with the experiment. Overall, the finite cluster

models capture the most important features of the periodic framework. To validate the parameters

obtained from the fitting procedure, the DFT cluster values should be compared to the periodic

structure, relaxed with the force field without van der Waals interactions (see also Table 2.27 on

page 67). The largest difference is the underestimation of the long V-O distance with 0.06 Å. The

force field derived with QuickFF succeeds in reproducing the ab initio results.
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(a) Double well potential with a polynomial of degree 4. (b) Double well potential with a polynomial of degree 6.

Figure 2.20: Covalent energy term used to describe the bond distance V-O along the chain in MIL-47. A
comparison is made between the estimated force constants resulting from a fit with (MBIS or
HI) and without (Zero) the inclusion of the electrostatic interaction.

Finally, the van der Waals interactions are added and these results are shown in the last column.

Similarly to what was done for MIL-53(Al), the ε and σ values were rescaled to obtain a better

reproduction of a certain property. One of the key characteristics of the MIL-47 guest-free framework

is the pressure-induced breathing behavior as described by Yot et al. [92]. To obtain a good set of

van der Waals parameters, such that the force field is able to reproduce the experimental behavior,

the transition pressure from lp-to-np and from np-to-lp should be calculated at 300 K. This is,

however, a computationally expensive procedure. A study at 0 K was performed by carrying

out geometry optimizations (atomic positions and cell shape), while applying a fixed hydrostatic

pressure. Repeating this for different pressures, starting from the lp or np, the pressure-dependent

volume behavior was determined and the PV -profile of such a series of calculations (for a fixed ε

and σ) is shown in Figure 2.21 on the next page. A hysteresis loop of about 150 MPa is observed.

The dependence of the transition pressure on σ and ε is shown in Figure 2.22 on page 50. The ε

scale is varied on the horizontal axis between 0.5 and 0.8 and for σ 1.0 and 1.1 were considered (see

legend). Outside this range of parameters, no discrete transitions were found. This property is very

sensitive to the van der Waals parameters. The transition pressure decrease, when the magnitude

of the van der Waals interactions is increased (increasing ε) and a nearly linear dependence can be

observed. The precise influence of the σ scale is less clear, as only two situations were plotted, but

increasing σ results in a smaller range of hysteresis. Including the 1-4 interactions results in an

upward shift for both transition pressures.

At 300 K, Yot et al. [92] experimentally demonstrated a transition from the narrow pore to large

pore at approximately 60 MPa, and between 120-170 MPa from the large pore to narrow pore.

Their simulated values were 66 MPa and 137 MPa. As the temperature dependence of the tran-

sition pressure is difficult to predict, it still remains more or less a guess which set of parameters
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Figure 2.21: PV profile showing hysteresis at 0 K (ε=0.7, σ=1.1).

should be considered. It can, however, be seen in Figure 2.22 on the next page that the transition

pressures at (ε=0.7, σ=1.1) without the 1-4 interactions approach the experimental values best.

The PV -profile at 0 K with these parameters can be found in Figure 2.21.

The transition pressures were determined at 300 K to validate this set of parameters. These cal-

culations were performed by S.M.J. Rogge, who has recently developed a scheme for the accurate

determination of the free energy profile at finite temperatures. The simulations were carried out

in the (N , V , σa=0, T )-ensemble. In this ensemble, the cell shape and instantaneous isotropic

pressure can fluctuate freely, while the volume is kept fixed and the anisotropic contribution (σa)

to the stress tensor is controlled by a barostat. Within this ensemble, the cell shape can be fully

sampled under the fixed volume constraint. In conventional NV T MD simulations, the cell shape

is kept fixed, such that only the atomic positions are sampled. The ensemble-averaged isotropic

pressure 〈P 〉 can be extracted from a simulation in the (N , V , σa=0, T )-ensemble. This is the

pressure exerted by the material on its environment. By performing calculations at different vol-

umes, the PV -profile was determined at 300 K. The final result is shown in Figure 2.23 on page 51.

An eleventh-order polynomial is then fitted to the 〈P (V )〉 data. The lp-to-np transition pressure is

defined as the maximum pressure that can be applied to the material before the volume contraction

takes place and is found as the local maximum of the PV fit around the lp volume. Similarly, the

np-to-lp transition pressure is the local minimum pressure around the narrow pore volume. The

transition pressures obtained in this way (131.35 MPa and 55.42 MPa) show a good correspondence

with the experiments of Yot et al. [92]. The experimental lp volume is 1530 Å3, while the equi-

librium volume at 300 K predicted with the force field is 1592 Å3. The simulated np volume at

the transition pressure is 980 Å3 and the experimental volume at 178.1 MPa was determined to be

944 Å3. The np and lp volumes are slightly overestimated compared to the experiment. From the
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Figure 2.22: Influence of the van der Waals parameters on the transition pressure from lp to np and from
np to lp at 0 K. The value of σ is given in the legend. The full line represents the lp-to-np
transition pressure, while the dotted line is the np-to-lp transition pressure.

results presented in this section, one can conclude that the force field is able to correctly mimic the

pressure-induced breathing motion.

In Table 2.12, the lattice parameters are listed. The structure relaxed with the force field (at 0 K),

with the modified van der Waals parameters, correctly describes the unit cell shape.

Table 2.12: Lattice parameters of MIL-47.

Exp. [110] DFT, PBE [108] FF (excl. vdW) FF (incl. vdW)

a [Å] 16.143 16.231 15.944 16.492

b [Å] 6.818 6.854 7.091 6.980

c [Å] 13.939 13.975 14.354 13.910

θ [◦] 81.6 81.5 84.0 80.3

D [Å] 21.3 21.5 21.5 21.6

V [Å3] 1534 1555 1623 1601

2.3.4 HKUST-1

HKUST-1, synthesized for the first time at the Hong Kong University of Science and Technology

(HKUST) by Chui et al. [111], is a paddle wheel MOF with metal center Cu. Paddle wheel MOFs

are build from two divalent metal centers bridged by four carboxylate groups. These metal ions are

in a square planar coordination. The organic linker in HKUST-1 is the 1,3,5-benzenetricarboxylate
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Figure 2.23: Simulated volume dependence of the pressure of MIL-47. The crosses represent the simulated
data on a volume grid and the solid line is a polynomial fit of order 11.

(BTC). Each metal center has an additional water coordination in vertical alignment with the

metal-metal interaction, resulting in a pseudo-octahedral coordination for the hydrated HKUST-1.

In this work, only the dehydrated structure [Cu3(BTC)2] was considered and the periodic structure

is shown in Figure 2.24. It has a cubic crystal symmetry with space group Fm3m. This structure

was also synthesized with Zn and Ni as divalent metal centers [112,113].

Figure 2.24: HKUST-1 along the [110] direction, with Cu paddle wheel in tbo topology (left). Cu paddle
wheel in pto topology (right). The unit cells are indicated on the figure.

Tafipolsky et al. [63] derived a first-principles based force field for Cu-HKUST-1 and was later

added in the MOF-FF [64] database. Force-field parameters were also derived in BTW-FF [59] and

UFF4MOF [58]. The latter spent some effort in obtaining accurate parameters for the description
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of paddle wheel MOFs with different metal centers. They included Ti, V, Cr, Mn, Fe, Co, Ni, Cu

and Zn in their test set as all of these were previously used in paddle wheel MOFs (for Refs. see

UFF4MOF). In this work, some of these metals were studied in the HKUST framework.

Figure 2.25: Cluster models for HKUST-1.

Two cluster models were used for HKUST-1 and these are shown in Figure 2.25 together with the

relevant atom types. The calculations were performed using a 6-311++G(d,p) basis set and the

hybrid B3LYP functional. Tafipolsky et al. [63] terminated the carboxyl group with a hydrogen

atom, while Ryan et al. [114] used a methyl group. In this work, a larger cluster was used for the

inorganic unit, similar to the one of Lukose et al. [115] (left pane of Figure 2.25) and the parameters

of the BTC linker were derived from the second model system (right pane of Figure 2.25).

The copper paddle wheel displays an antiferromagnetic character. The ground electronic state of the

periodic structure is an open-shell singlet, where the unpaired electrons on neighboring Cu atoms

have opposite spin [114]. Tafipolsky et al. [63] investigated into more detail the electronic structure

of their cluster model. They found that the open shell antiferromagnetic state is slightly lower in

energy than the triplet state. They used, however, the triplet state data for the development of

their force field, as the open-shell ground state with lower energy showed a large spin contamina-

tion. They noted that the closed-shell singlet lies far above the triplet and suggested not to use it as

reference data. The ab initio calculations performed here, indicated the same result with an energy

difference of 1 eV between the triplet (obtained with unrestricted DFT) and the singlet (obtained

with restricted DFT) for the inorganic cluster model. However, for the triplet state, the frequency

calculations did not converge. Decreasing the convergence criteria in this step, did not work and

therefore it was decided to use the singlet data. Similarly as was mentioned for MIL-47 and MIL-53,

it is hard to predict the influence on the final force field. In Table 2.13, some structural data is

compared between the singlet and triplet state and the results obtained by Tafipolsky et al. [63].

They used the aug-cc-pVDZ-PP basis with the B3LYP functional. The Cu-Cu distance is found to

be the same with both spin multiplicities, but the value obtained by Tafipolsky (with a different

basis set) is 0.01 Å larger. The Cu-Oca distance, however, is larger in the triplet state, but the value
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of Tafipolsky lies in between. This table shows some differences, but there is as much deviation

between the singlet and triplet stated obtained in this work, as between the result of Tafipolsky and

the triplet state here, such that no conclusions can be drawn from this.

Table 2.13: Comparison of some key distances and angles in the DFT reference clusters.

Singlet (RB3LYP) Triplet (UB3LYP) Triplet (UB3LYP)
Tafipolsky et al. [63]

Cu-Cu 2.507 2.507 2.518

Cu-Oca 1.960 1.972 1.967

Cca-Oca 1.265 1.267 1.265

Oca-Cca-Oca 126.5 125.3 127.8

Despite the limitations of the ab initio data, this input is used to derive the force field. The charges

derived via HI and MBIS are presented in Table 2.14. A comparison of the ESP cost for the MK

and Hu cost function shows that the MBIS and HI charges have approximately the same cost, with

a slight preference for the MBIS charges (see Table 2.15). The charges itself are quite similar (see

Table 2.14). It was opted to work with the MBIS charges to remain consistent with previous sec-

tions. In the final force field, the 1-4 van der Waals parameters interactions are excluded and the

parameters were not rescaled in analogy with the rigid MOF-5.

Table 2.14: Atomic charges derived on the nonperiodic cluster model with the MBIS and HI scheme. The
symbol * indicates that it is derived from the linker cluster.

Atom type MBIS HI

Cu 0.989 1.003

Oca -0.640 -0.662

Cca 0.822 0.859

Cpc* -0.188 -0.158

Cph* -0.017 -0.020

Hph* 0.169 0.142

One important aspect of the force field is the Cu-Cu bond. As was argued by Tafipolsky et al. [63],

it is necessary to include this bond. It is just an articial bond that has nothing to do with a potential

chemical bond in between, but they required this as the strong electrostatic repulsion between the

two metal point charges would result in an overestimation of the bond and bend force constants of

the atoms in the neighborhood to compensate this effect. In this work, Gaussian charges were used,

such that this effect should be damped. QuickFF estimated the force constant with and without in-
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clusion of the electrostatic interactions in the fitting procedure on approximately 300 kJ/(mol · Å2).

Compared to typical bond force constants, this is a rather weak connection (a factor ten lower), but

still not negligible. The fact that the same force constant was obtained without the electrostatic

interactions indicates that there is some kind of force working in between.

Table 2.15: Comparison of cost for MK and Hu ESP cost function for different schemes on inorganic cluster.

Charge scheme MK Cost Hu Cost

MK 0.00385 0.00510

Hu 0.00392 0.00501

HI 0.02594 0.02683

MBIS 0.02379 0.02372

In paddle wheel MOFs, the metal centers are in a square planar coordination. The Oca-Cu-Oca

bend potential term has two minima (at 90◦ and at 180◦). A harmonic potential term is not

able to describe this, as it has only one minimum. Just leaving this term out, as was done in

the octahedral coordination environment of MIL-53 and MIL-47, did not result in a good relaxed

structure. Tafipolsky et al. [63] used a so-called improved Fourier bending term to model this. Here,

it was opted to use the same term:

V (θ) =
K

2
[1 + cos(θ)] [1 + cos(2θ)] (2.32)

The only unknown parameter is the force constant K. Similarly as was discussed in the case of the

special dihedrals, this potential term can be added in the refinement step in the fitting procedure of

QuickFF. Here the force constants of the potential energy terms are estimated via the minimization

of a cost function based on the Cartesian Hessian. In Table 2.16 the structural parameters are

listed. The largest deviations are found around the Cu-Cu paddle wheel. The Cu-Cu distance

is overestimated with the force field and the Oca-Cu-Oca angle is somewhat underestimated, but

overall a good correspondence between the DFT cluster and force field structures (excluding and

including van der Waals interactions) is found. The experimental lattice parameter of the fully

desolvated HKUST-1 is 26.3046 Å [116] (77 K), which was well reproduced by Tafipolsky et al [117]

with a lattice parameter of 26.38 Å. With our force field, a value of 26.631 Å is found.

Exploring network topologies of Cu paddle wheel MOFs

Amirjalayer et al. [117] investigated the relative stability of network topologies of copper paddle

wheel MOFs using their ab initio derived force fields. Two different organic linkers were considered

(the organic linker of HKUST-1 (BTC) and benzene-1,3,5-tribenzoate (BTB)) and two different

topologies: tbo (HKUST-1) and pto, which is shown in Figure 2.24 on page 51. They studied an

interpenetrated form (int) for each topology and linker (see Figures in Ref. [117]). In Table 2.17
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and Table 2.18, their results are shown.

Table 2.16: Structural parameters of HKUST-1. The symbol * indicates that it was taken from the organic
linker cluster.

DFT FF (excl. vdW) FF (incl. vdW)
cluster periodic periodic

Cu-Oca [Å] 1.96 1.99 1.99

Cu-Cu [Å] 2.51 2.59 2.59

Oca-Cca [Å] 1.27 1.26 1.26

Cca-Cpc [Å] 1.50* 1.50 1.51

Cpc-Cph [Å] 1.40* 1.40 1.40

Cu-Cu-Oca [◦] 86.5 85.1 85.1

Oca-Cu-Oca [◦] 89.9 86.1 85.9

Cu-Oca-Cca [◦] 120.2 121.6 121.9

Oca-Cca-Cpc [◦] 116.8 116.7 117.0

Cca-Cpc-Cph [◦] 120.0* 119.9 120.0

To illustrate the general applicability of the force fields derived with QuickFF, a similar analysis

was made. The parameters for the BTB linker were derived from a different cluster model shown

in Figure 2.26. The initial structures were taken from the supporting information of Ref. [117] and

were fully relaxed (atomic positions and cell shape). The relative energies per formula unit S3T4

(S stands for the square planar coordination plane and T for the BTB or BTC linker) and unit cell

parameters are shown in Tables 2.17 and 2.18. These energies can be compared as all structures

have the same connectivity (no different chemical bonds) and are build from the same formula unit.

The only difference is their topology. The conventional unit cell of HKUST-1 contains 8 of these

formula units, but the pto unit cell only 2. This number is multiplied by two in the interpenetrated

case.

Table 2.17: Relative energies per formula unit S3T4 for the investigated network topologies of Cu-BTC.
The value between brackets gives the procentual difference with the optimized structure of
Amirjalayer et al. [117], determined as (X-Xref )/Xref .

tbo (HKUST-1) pto tbo (int) pto (int)

a [Å], This work 26.631 (0.9) 15.406 (0.8) 26.577 (0.8) 15.139 (0.5)

∆ E [kJ/mol], This work 0.0 87.5 -155.5 150.0

a [Å] [117] 26.383 15.281 26.362 15.063

∆ E [kJ/mol] [117] 0.0 49.8 -167.8 749.8
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Figure 2.26: Cluster model for BTB-linker in Cu paddle wheel MOFs.

Table 2.18: Relative energies per formula unit S3T4 for the investigated network topologies of Cu-BTB.
The value between brackets gives the procentual difference with the optimized structure of
Amirjalayer et al. [117], determined as (X-Xref )/Xref .

tbo pto tbo (int) pto (int)

a [Å], This work 47.747 (0.7) 27.685 (0.8) 47.721 (0.7) 27.217 (0.8)

∆ E [kJ/mol], This work 160.4 0.0 76.2 -94.25

a [Å] [117] 47.409 27.463 47.344 26.994

∆ E [kJ/mol] [117] 64.0 0.0 -31.8 -133.1

All lattice parameters are well reproduced with a maximal overestimation of 0.9% for HKUST-1.

The absolute energies do not fully agree, but this can be expected when comparing force field ener-

gies. A slightly different parametrization can lead to large differences, but it is however satisfying

that the same trends were found with the newly developed force fields. From Table 2.17, one can

understand why Cu-BTC (both int and non-int) crystallizes in the tbo network topology and not

in the pto topology. MOF-14, a Cu-BTB paddle wheel structure with a complex interpenetrated

unit cell, is observed experimentally in a pto topology. In the second table, it can be seen that

indeed the pto topology for Cu-BTB is energetically preferable according to the force field. The

non-interpenetrated form of Cu-BTB has not been detected experimentally, however, this table

suggests a pto-topology.
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Table 2.19: Overview of studied metal centers.

V Fe Co Ni Cu

Charge metal 1.103 1.007 1.049 0.905 0.989

Charge Oca -0.681 -0.637 -0.649 -0.612 -0.640

Charge Cca 0.840 0.790 0.811 0.808 0.822

Spin (DFT Cluster) 0 2 0 0 0

Influence of metal center on structural parameters of HKUST-1

Force-field parameters were determined for different metal centers using the inorganic cluster model

as presented in Figure 2.25 on page 52. These are all row 3 elements. This was previously done by

the authors of UFF4MOF [58] for the guest-free HKUST-1 framework. In Table 2.19, some charges

derived with the MBIS scheme are listed. The charges are approximately the same, indicating that

the electronic-structure is similar. The last row indicates the spin used for the DFT calculations.

For V, Fe and Co the same spin was considered as in the DFT cluster calculations performed by

the authors of UFF4MOF. In UFF4MOF, the spin of the Ni cluster was 1, but the same problems

arised as with Cu. The geometry optimization using unrestricted B3LYP (S=1) converged and was

lower in energy than the restricted singlet case, but again the frequencies could not be calculated.

Instead, the energetically less favorable spin 0 was used.

Table 2.20: Bond distances, bend angles and lattice parameter of HKUST-1 with different metal centra.

Method V Fe Co Ni Cu

M-Oca [Å] DFT 2.05 1.93 1.91 1.90 1.96
Force Field 2.03 1.92 1.90 1.89 1.99

M-M [Å] DFT 2.02 2.12 2.20 2.44 2.51
Force Field 1.93 2.14 2.20 2.42 2.59

Oca-M-Oca [◦] DFT 89.9 90.0 90.0 89.9 89.8
Force Field 88.9 89.1 89.0 88.8 85.9

M-M-Oca [◦] DFT 92.5 91.6 90.6 87.3 86.5
Force Field 94.1 91.3 90.4 87.4 85.1

M-Oca-Cca [◦] DFT 117.7 117.3 117.7 119.9 120.2
Force Field 114.4 117.4 117.8 119.95 121.9

a [Å] Force Field 26.91 26.45 26.30 26.18 26.63

In Table 2.20, some structural characteristics are compared to study the influence of the metal

center. When moving to the right in the periodic table (V, Fe, Co, Ni, Cu), the metal-metal

distance increases from 2.0 Å to 2.5 Å in the DFT cluster. Except for V, where this value is

0.1 Å underestimated, the force field succeeds in reproducing this distance correctly. In all cases,
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the metal-metal bond was added in the fitting procedure as proposed by Tafipolsky et al. [63].

The V-HKUST-1 framework is predicted to have the largest unit cell, while Ni-HKUST-1 has the

smallest and no clear connection between the lattice parameter and metal-metal distance is detected.

However, it seems that the lattice parameter is correlated to the Oca-M distance. These values are

also well reproduced by the force field. For the bend angles, Oca-M-Oca is the most difficult one

to reproduce, but overall a good agreement is found between the DFT cluster and the force field

optimized periodic structure. As explained above, this was modeled using an improved Fourier bend.

If this term is neglected, an underestimation of 10◦ is found (not shown), illustrating the importance

of this term. It can be concluded that the force field succeeds in reproducing the most important

structural parameters. The trends observed when comparing the DFT clusters, are reproduced in

the periodic force field. A more comprehensive study on the differences in properties will be made

in Chapter 4.

2.3.5 DMOF-1

DMOF-1 [Zn2(1,4-BDC)2(DABCO)] is a flexible MOF that shows breathing behavior. It was syn-

thesized for the first time by Dybtsev et al. [118]. The framework is composed of Zn2 units with

a paddle wheel structure, which are bridged with 1,4-BDC linkers to form a 2D square-grid. The

axial sites of the paddle wheels are occupied by 1,4-diazabicyclo[2.2.2]octane (DABCO) and in this

way the Zn2 units are connected. The 3D structure has a tetragonal unit cell with space group

P4/mmm and is shown in Figure 2.27. Experimental lattice parameters can be found in Table 2.22.

(a) 3D view of paddle wheel MOF. (b) Unit cell along the a- or c-direction. (c) DABCO

Figure 2.27

A flexible force field was made for this structure by Grosch and Paesani [68] based on ab initio

calculations and parameters from an extension of the AMBER force field [51]. This structure is

available in the parameter set of MOF-FF [64] and extra parameters were determined by Addicoat

et al. in UFF4MOF [58].



2.3. Development of force fields for well-known MOFs 59

In this work, three different clusters were used to estimate the force-field parameters. The first model

system (Figure 2.28 (left)) has previously been used in MOF-FF, while the other two clusters (Figure

2.28 (center, right)) were suggested by Grosch and Paesani. The last two represent the organic

linkers (BDC and DABCO) and the parameters related to the inorganic part (containing Zn) were

derived from the first cluster. The axial positions in the second cluster (Figure 2.28 (center)) were

capped with -NH3 groups to mimic the electrostatic environment present in DMOF-1. Grosch

and Paesani found that calculations with the M062X functional more accurately reproduce the

experimental structure than the B3LYP functional used here, however to remain consistent with

the previous sections we decided to use B3LYP. The relevant force field atom types are indicated

in the figure.

Figure 2.28: Cluster models for the parametrization of DMOF-1.

The resulting ESP costs were compared for different schemes (results not shown) and the MBIS

charges again performed better than the HI charges. In Table 2.21, structural parameters of all

three clusters are compared between the experimental structure, the DFT clusters and the force

field optimized periodic structure. It can be seen that there is an overall good agreement between

the DFT clusters and the force field structures. The largest deviations situate around the metal

centers. The force field strongly underestimates the Zn-Zn DFT distance (with and without van der

Waals interactions). In contrast to what one might think, there is a better reproduction of the DFT

values when including the van der Waals interactions. The values related to the organic linkers are

well reproduced. Similarly to the other paddle wheel MOFs, the metal-metal bond was explicitly

included, which was also done by Grosch and Paesani [68]. The improved Fourier bending term was

again used for the square planar metal coordination environment as discussed in Section 2.3.4.

The obtained lattice parameters are listed in Table 2.22. An overestimation (at 0 K) of is found for

the a and c lattice parameters along the BDC linker (compared to MOF-FF and the experimen-

tal value). This is a similar overestimation as the distance along the BDC linkers of MOF-5 and
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MIL-53. The lattice parameter b (DABCO linker) is well reproduced, which is due to a cancellation

of errors (Zn-N distance overestimated, Zn-Zn distance underestimated). The force field optimized

structure is not perfectly tetragonal, as the angle β between the major crystal axes a and c is not

90◦, but 88.2◦. Overall, the unit cell shape is in excellent agreement with other published values.

Table 2.21: Structural parameters of DMOF-1. The symbol * indicates that it was averaged over two
clusters.

Exp. (223 K) [118] DFT FF (excl. vdW) FF (incl. vdW)
periodic cluster periodic periodic

Zn-N [Å] 2.07 2.07* 2.04 2.14

Zn-Oca [Å] 2.03 2.06 2.06 2.05

Zn-Zn [Å] 2.88 3.04 2.58 2.74

N-Cda [Å] 1.44 1.49 1.49 1.50

Cda-Cda [Å] 1.54 1.55 1.55 1.55

Oca-Cca [Å] 1.26 1.26* 1.26 1.26

Cca-Cpc [Å] 1.50 1.50 1.50 1.51

Cpc-Cph [Å] 1.37 1.40 1.40 1.40

Cph-Cph [Å] 1.38 1.39 1.39 1.39

Zn-Zn-Oca [◦] 80.6 78.6 85.0 83.1

Zn-N-Oca [◦] 111.2 110.1 109.8 110.4

Zn-Oca-Cca [◦] 125.5 127.9 123.0 125.0

Oca-Cca-Cpc [◦] 117.2 117.3* 118.1 118.0

Table 2.22: Lattice parameters of DMOF-1.

Method a [Å] b [Å] c [Å]

This work FF (0 K) 11.11 9.64 11.11

Dybtsev et al. [118] Exp. (223 K) 10.93 9.61 10.93

Grosch and Paesani [68] FF, MD at 223 K 11.0±0.1 9.6±0.1 11.0±0.1

MOF-FF [64] FF (0 K) 11.01 9.75 11.01

UFF4MOF [58] FF (0 K) 11.31 9.20 11.31

Ortiz [105] DFT (0 K) 11.04 9.61 11.04

DMOF-1 shows guest-dependent breathing behavior. The structure remains e.g. rigid upon adsorp-

tion of H2, but contracts and forms a diamond-shaped pore under the influence of benzene [68,118].

An experimental interdiagonal angle (definition analogous to MIL-53, Figure 2.14) of approximately
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77◦ is found [118], which is comparable to the large-pore phase of the MIL-53 family. No reversible

transitions upon pressure or temperature stimuli of the guest-free framework have been reported.

In Figure 2.29, potential energy scans over the interdiagonal angle are shown at 0 K. Similarly as

with MIL-53, a study was made of the influence of the ε and σ scale of the van der Waals parameters.

Overall, the influence on the energy profile is rather small compared to the large variations in the

MIL-53 family. A narrow pore local minimum was found (see Figure 2.29 (left)), but only at a

relatively high ε scale. It can be assumed that this is not a real minima, but only results from the

artificially high interactions between the BDC linkers. The absolute minima is always the open

form, which is clearly more stable with an energy difference of minimal 5 kJ/mol per Zn atom. In

both figures, a broad minimum is revealed around 90◦. A small reparametrization of the covalent

part could probably lead to a perfect tetragonal unit cell.

Figure 2.29: A potential energy scan over the interdiagonal angle. Rescaling of ε (σ = 1.1) in the left pane.
Rescaling of σ (ε = 0.8) in the right pane.

2.3.6 ZIF-8

The zeolitic imidazolate frameworks (ZIFs) are a class of MOFs that are topologically isomorphic

with zeolites. ZIFs have drawn attention due to the attractive combination of thermal, chemical

and mechanical stability comparable with zeolites and rich topological diversity, pore size tunability

and structural flexibility as in MOFs. ZIF-8 [Zn(MeIM)2] is a prototypical example of this class

and has been synthesized by the group of Yaghi [13]. It has a sodalite zeolite-like topology with a

cubic space group I-43m and is composed of Zn2+ ions tetragonally linked with 2-methylimidazole

(MeIM), which can be seen in Figure 2.30.

There have been some attempts to derive flexible force fields for the ZIFs and to the best of my

knowledge no first-principles parametrized force fields have been published. Hu et al. [57] made

an all-atom flexible force field for ZIF-8 based on experimental results and parameters from the
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Figure 2.30: View along the [100] direction in ZIF-8 in the left pane. In the right pane, the organic linker
(DABCO) is illustrated.

AMBER [51] force field for the organic linker. The functional form of the AMBER force field is also

adopted to describe the inorganic part. The covalent terms include harmonic bonds and bends and

single cosine torsional terms. The noncovalent part consists of a Coulombic point charge potential

and a Lennard-Jones potential to describe the dispersion interacctions. Terms related to the inor-

ganic part were fitted to reproduce experimental crystallographic data.

In this work, a single cage-like cluster model is proposed for the estimation of all force-field pa-

rameters. It is shown in Figure 2.31. The Zn atoms at the corners of a square are connected via

MeIM linkers. It is the repeating unit in ZIF-8 as can be seen in Figure 2.30. Each Zn-atom is

still tetrahedrally surrounded by methylimidazole groups, but only two of these are connected with

other metal centers. The termination of the other two groups is inspired by a recent study of Wang

et al. [69], who used a cluster model of ZIF-8 with only one tetrahedrally coordinated Zn atom (see

Figure 2.31 (right)). The 4 methylimidazolate groups were terminated by a proton (or hydrogen)

resulting in a total charge +2. In this way, the metal-nitrogen bonds are equivalent between the

four linkers and the central metal ion. In the cage cluster, 8 groups need to be terminated and

similarly it was opted for proton saturation. The cluster has then a total charge of +4.

A comparison between different charge schemes is made in Table 2.23. The same trends as in the

previous sections are visible. The ESP fitted charges (Hu) have the lowest ESP cost and the MBIS

charges perform better than the HI charges. The MBIS charges used in the force field are shown in

Table 2.24 on page 64.
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Figure 2.31: Cluster model for ZIF-8 used to parametrize the force field (left) and cluster model used by
Wang et al. [69] (right).

Table 2.23: Comparison of ESP cost for ZIF-8.

Charge scheme MK Cost Hu Cost

Hu 0.00633 0.00605

HI 0.05621 0.05478

MBIS 0.03378 0.02961

The force field generated with QuickFF resulted in an unstable structure. The material collapses

during a geometry optimization of the unit cell at 0 K. This is due to the strong underestimation

of the force constant of the N-Zn-N bend. After the second step in the QuickFF fitting method, a

large force constant of 785.693 kJ/(mol · rad2) is found. This is averaged over all perturbation tra-

jectories generated for the same atom types with a standard deviation of only 1.406 kJ/(mol · rad2).

However, as was explained in Section 2.2.3, this is a strong overestimation. In the third step, the

refinement of the force constants, this force constant is put to zero. It could be that the electrostatic

interactions alone are enough to reproduce the tetrahedal coordination environment, such that there

is no need for a covalent term.

To gain a better understanding of this force constant, a smaller cluster model was investigated.

This is the one used by Wang et al. [69] (Figure 2.31 (right)). All surrounding groups of the Zn ion

are the same. In Table 2.25 the estimated force constants after the different steps of the QuickFF

fitting procedure are shown. The estimated force constant in the cage cluster is a factor two larger

than in the small cluster after fitting it to the perturbation trajectories. The MeIM groups are

relatively free to bend in the smaller cluster and therefore this motion is more decoupled from the

other internal degrees of freedom than in the cage cluster. This results in a less overestimated force

constant. It can also be seen that the electrostatic interactions play a rather large role, as the force
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constant is 25% larger when these interactions are neglected (fourth column). However, in both

situations, with and without the electrostatic interactions, this force constant is put to zero in the

refinement step. To test if this is not due to the harmonic description of the bend in a tetrahedral

coordination environment, a force field was generated for methane. In Table 2.25 is shown that the

force constant of the H-C-H bend is not zero. This indicates that it should be possible to obtain a

reliable estimate of the bend in such an environment. Hu et al. [57] noted that the lattice parame-

ters of ZIF-8 are rather insensitive to this N-Zn-N force constant. They obtain through fitting their

unknown parameters to experimental structures a force constant of 100 kJ/(mol · rad2).

Table 2.24: Atomic charges derived via MBIS scheme.

Atom Type Charge

Zn 1.290

N -0.692

C1 0.623

C2 -0.604

H2 0.180

C3 -0.050

H3 0.154

Table 2.25: Force constant of the harmonic N-Zn-N bend in kJ/mol/rad2. In the last column the H-C-H
force constant for methane is shown.

QuickFF step Cage (incl. EI) Small (incl. EI) Small (excl. EI) CH4 (incl. EI)

Perturbation trajectories 786.69 ± 1.41 306.27 ± 2.06 380.25 ± 12.22 416.48 ± 0.00

Refine force constant 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 248.13 ± 0.00

In Figure 2.32 on page 66, the dependence of the lattice parameters and angles is shown on this con-

stant. At the same time, the ε and σ scale are varied to obtain a good set of parameters. All these

calculations have been done with the 1-4 interactions turned off. In Figure 2.32a, the dependence

of the lattice parameter on σ and the force constant of the N-Zn-N bend is shown. The missing

points, e.g. for the curve without van der Waals part, indicate that the structure collapses. It can

be seen that there is relatively no influence of the force constant if the value is large enough, while

the σ scale has a large influence. A decrease of σ with 20% results in a nearly perfect reproduction

of the experimental lattice parameter. However, this in fact means that the radii of the atoms are

decreased with 20%, which is a rather large deviation of the original MM3 parameters. Therefore

it is chosen to work with a σ parameter of 0.9, which results in overestimation of approximately

1% of the lattice parameter. This is comparable with the accuracy obtained in previous sections.
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In Figure 2.32b, the ε parameter is varied. It has clearly no influence on the lattice parameters.

Finally, the unit cell angle is plotted in Figure 2.32c. For a cubic unit cell, this should be 90◦. The

area within the black dotted lines indicates a precision of one decimal. It is chosen here to work

with ε equal to 1, as this is the standard parameter in MM3. To conclude, the van der Waals scale

chosen from these calculations is (ε=1, σ=0.9) and 1-4 interactions are turned off. All these plots

show that the force constant of the N-Zn-N bend has no influence on the unit cell parameters, when

chosen large enough. Values larger than 60 kJ/(mol · rad2) produce a correct shape for the chosen

van der Waals parameters. From now on, this value will be fixed at 100 kJ/(mol · rad2), which is

also the value used by Hu et al. [57].

In Table 2.26, structural parameters are compared between the experimental structure [13], the

DFT cluster and the force field optimized structures. The lattice parameter obtained with the final

force field is 17.13 Å, which is within 1% of the experimental lattice parameter of 16.992 Å(295

K) and is a better reproduction than a periodic DFT calculation by Tan et al. [119] (17.35 Å)

with the B3LYP functional. It can be seen that the DFT cluster overestimates the experimental

Zn-Zn distance, but the force field (with and without dispersion interactions) reproduces it exactly.

Overall, there is a very good reproduction of the structural parameters by the final force field. The

largest procentual error is only 0.7% (Zn-N-C1) compared to the experiment. It can be concluded

that the ab initio developed force field results in an excellent reproduction of the experimental

structure.

Table 2.26: Structural parameters of ZIF-8. Comparison between experiment, DFT cluster and force field.

Exp. [13] DFT FF (excl. vdW) FF (incl. vdW)
periodic cluster periodic periodic

Zn-Zn [Å] 6.01 6.10 6.01 6.01

Zn-N [Å] 1.99 2.01 2.01 2.00

N-C1 [Å] 1.34 1.35 1.34 1.34

N-C3 [Å] 1.37 1.38 1.38 1.38

C1-C2 [Å] 1.49 1.50 1.50 1.50

N-Zn-N [◦] 109.8 111.0 108.7 109.1

Zn-N-C1 [◦] 128.3 130.0 127.4 127.3

Zn-N-C3 [◦] 126.4 124.1 126.1 126.3

N-C1-C2 [◦] 123.9 124.1 124.1 124.1
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(a) Influence of σ and force constant on the lattice pa-
rameter of ZIF-8 (ε=1). Error bars indicate standard
deviation. In most cases the error bars are smaller
than the dot.

(b) Influence of ε and force constant on the lattice pa-
rameter (a=b=c) of ZIF-8 (σ=0.9). In all cases the
error bars are smaller than the dot.

(c) Influence of ε and force constant on the unit cell an-
gle (α=β=γ) of ZIF-8 (σ=0.9). Area within black
dotted lines indicates an angle of 90.0◦. Error bars
indicate standard deviation.

Figure 2.32
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Chapter 3

Calculating properties on MOFs

3.1 Introduction

In a high-throughput characterization of MOFs, one should try to determine as many character-

istics as possible in an efficient way. In this section, procedures to obtain different properties are

presented. The focus lies on the textural, thermal and mechanical properties.

First the textural properties are discussed in Section 3.2. Knowledge of these properties, such as pore

diameters and accessible volume areas, can for instance be used to narrow down the search space

of a set of MOFs for the gas separation of CO2 and N2 [33]. Textural properties are also employed

to identify structure-property relations. Secondly, some thermal properties are studied in Section

3.3. First, the heat capacity is discussed. It is shown that an accurate determination of the heat

capacity of MOFs is not possible using classical MD simulations or normal mode analysis (NMA).

Advanced methods should be used to include nuclear quantum effects, but are beyond the scope

of this work. The other thermal property under investigation is the thermal expansion, describing

how the volume of the structure depends on the temperature. It is seen that MOFs often show

anomalous negative thermal expansion. Finally, the mechanical characterization of MOFs is studied

in Section 3.4. In contrast to the aforementioned properties, few efforts have been performed to

calculate the elastic properties, and the limited results available in literature are presented. In this

work, the elastic constants are determined at 0 K and are then used to study the elastic anisotropy

and other properties. As was shown recently by Ortiz et al. [42], such an investigation can give a

lot of information to predict framework flexibility.

3.2 Textural properties

Because of their nanoporous structure, a textural characterization of MOFs is a prerequisite in a

thorough investigation of these materials. Examples of textural properties are surface area, void

fraction, pore diameters and pore size distribution. Since these properties can be calculated geo-

68
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metrically, they are computationally cheap, while being extremely useful. This can be illustrated

with the study of Watanabe and Sholl [33]. They narrowed down a large set of MOFs for the gas

separation of CO2 and N2 based on the pore diameters of the MOFs. By comparing the kinetic

diameters of CO2 and N2 to the pore limiting diameter (PLD), i.e. the largest probe diameter that

can pass through the MOF, and the largest cavity diameter (LCD), i.e. the largest probe diameter

that fits in the structure, it becomes possible to select only those MOFs which can adsorb one of

these molecules, but not the other. The definition of the PLD and LCD is illustrated in Figure 3.1.

The kinetic diameter is a measure for the size of the gas molecules. This selected subset was then

used as a basis to determine the diffusion and adsorption properties which passed the first screen-

ing. Simular studies are available in the literature when investigating diffusion and adsorption. An

extensive review on the computational methodologies used to study these properties in MOFs is

written by Yang et al. [45].

Figure 3.1: Illustration of the definition of the pore diameters: PLD and LCD.

Several high-throughput tools for a textural characterization are already available. The basic idea is

always more or less the same. The properties are calculated in a geometrical fashion, only based on

structural information such as the unit cell and the atomic positions, without performing ab initio

calculations. Moreover, atoms are considered as solid spheres with a certain radius. This is definitely

not the most accurate way to determine these properties since necessary chemical information is not

included. However, it gives an acceptable measure for high-throughput screening. To calculate the

accessible surface area (ASA) or accessible volume (AV), one simply fits a probe, represented by a

solid sphere, into the crystal structure and measures the surface or volume accessible for this probe.

In a recent review by Sarkisov and Kim, an overview of available tools is given [120]. These tools

mainly differ in the algorithms to efficiently sample the volume. In this work, Zeo++, developed by

Haranczyk and co-workers, has been used. It is a freely available C++ package specifically designed

for the high-throughput analysis of porous materials [121–123]. The default radii of the atoms are

the ones provided by the Cambridge Crystallographic Data Center (CCDC) [30].
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The main interest to calculate textural properties in this work does not lie in the detailed study of

the pores, but just as a tool in the identification of potential structure-property relations. This has

been used e.g. by Wilmer et al. [32]. After building the Hypothetical MOF database, the authors

determined surface area and pore diameters and plotted this with respect to absolute CH4 adsorp-

tion. In this way they could conclude that maximizing gravimetric surface area only worsens the

CH4 adsorption after an optimal point around ∼2500-3000 m2g−1 (see also Figure 1.3 on page 5).

The textural properties of the total HMOF database have been characterized by Sikora et al. [40].

An example which is not related to diffusion or adsorption is given by Tan et al. [124]. The authors

presented a good correlation between the density or porosity and the Young’s modulus of some

ZIFs. Identification of such features may allow for a more rationalized design of high-performance

MOFs.

In Table 3.1 results obtained with Zeo++ are shown. The equilibrium structures used for the

different MOFs are the ones obtained after a geometry optimization with the force fields developed

in the previous chapter. It can be seen that MOF-5 has a very large accessible surface area per

mass of the material. ZIF-8 has a very large pore inside the framework, but the PLD is smaller

than the other MOFs in this table. The MIL-53 and MIL-47 topology show a large 1D channel,

which is approximately equally large along the channel (PLD ≈ LCD).

Table 3.1: Textural properties determined with Zeo++. The accessible surface area, the accessible volume
and the void fraction were determined with a CO2 probe (radius ≈ 1.5 Å).

Property MOF-5 HKUST-1 MIL-53(Al) MIL-47 ZIF-8 DMOF-1

ρ [g/cm3] 0.57 0.85 0.92 0.96 0.90 0.80

PLD [Å] 8.1 6.9 7.1 7.0 3.5 7.8

LCD [Å] 15.3 13.4 7.4 7.6 11.5 9.7

ASA [m2/g] 3917 2606 2019 1985 1826 2789

AV [cm3/g] 0.84 0.40 0.20 0.21 0.23 0.34

Void fraction [%] 48 34 19 20 21 27

One can expect a strong dependence on the probe radius of properties such as the void fraction,

the ASA and the AV. This is illustrated for the void fraction of MIL-53(Al) and MOF-5 in Figure

3.2. The void fraction is monotonically decreasing as it should be. In the remainder of this work,

the probe radius is fixed at 1.5 Å, which is approximately the radius of a CO2 molecule.

3.3 Thermal Properties

Unlike for textural properties, tools for a complete thermal characterization of MOFs are not yet

available. In this work, the objective is to determine properties in a computationally efficient way.

A full thermal characterization requires very demanding simulations which are not feasible in a
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Figure 3.2: Dependence of the void fraction of MOF-5 and MIL-53(Al) on the probe radius.

high-throughput search. In practice very few experimental results are available in the literature,

which makes it hard to validate the obtained results. One of the most general thermal properties

is the heat capacity. While easy in definition, it poses many problems to acquire a reliable result.

The second thermal property that will be explored in this work is the thermal expansion coefficient,

which determines the relative volume change of the material with temperature. This property shows

one of the many extraordinary properties of MOFs. For most solids, this coefficient is positive, but

there exist several MOFs showing a negative thermal expansion.

3.3.1 Heat Capacity

Definition

The heat capacity C of a system is defined as the heat Q required to increase the temperature T

with one kelvin.

C =
δQ

dT
(3.1)

The heat capacity is an extensive property and is thus proportional to the size of the system. For

crystalline materials such as MOFs, it is typically expressed per unit cell. Since heat is not a state

function, the heat capacity depends on the way the heat is added to the system.

If the heat is added at a constant volume V , one obtains the isochoric heat capacity CV , which is,

according to the first law of thermodynamics, related to changes in the internal energy E:

CV =

(
∂Q

∂T

)

V

=

(
∂E

∂T

)

V

(3.2)
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When the heat is added at constant pressure P , one obtains the isobaric heat capacity CP .

CP =

(
∂Q

∂T

)

P

=

(
∂H

∂T

)

P

(3.3)

Here, the changes in heat are related to changes in the enthalpy H given by

H = E + PV (3.4)

A thermodynamic relation exists between these two heat capacities (proof can be found in textbooks

such as Ref. [125]):

CP − CV = V T
α2
V

βT
(3.5)

where αV is the volumetric thermal expansion coefficient and βT the isotropic compressibility,

which is the inverse of the bulk modulus. By directly calculating both heat capacities on MOFs,

this relation can in principle be checked.

Methods to determine the heat capacity

Method 1: molecular dynamics simulation(s)

A first method to determine the heat capacity per unit cell directly follows from statistical mechan-

ics. The values of the internal energy per unit cell E and the enthalpy per unit cell H are replaced

by the values 〈E〉 and 〈H〉 averaged over a large amount of microstates. This can be obtained with

a MD simulation over a long interval of time, assuming ergodicity. The ergodic principle states that

the time-averaged properties of a system are the same as when these properties are averaged over

the system in its different microstates.

When performing a MD simulation in the canonical ensemble, the specific heat capacity at constant

volume can be determined from the fluctuations of the energy of the unit cell. In the canonical or

NV T ensemble, the averaged internal energy is determined by

〈E〉NV T =
∑

r

prEr =
1

Z

∑

r

Ere
−βEr with β =

1

kBT
(3.6)

where Er is the energy of microstate r and pr the probability of encountering this microstate. This

probability is given by

pr =
1

Z
e−βEr (3.7)

where Z is the partition function

Z =
∑

r

e−βEr (3.8)

such that the total probability of all microstates is normalized to one. From Eq. 3.6 and Eq. 3.8, it
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is clear that the energy can also be written as

〈E〉NV T = −∂ ln(Z)

∂β
(3.9)

The specific heat capacity in the canonical ensemble is then determined by

CV (T ) =
∂〈E〉NV T

∂T
= −∂

2 ln(Z)

∂β2
∂β

∂T
=

1

kBT 2

∂2 ln(Z)

∂β2
(3.10)

where Eq. 3.9 and the chain rule have been used. Carrying out this derivative explicitly yields:

CV (T ) =
∂

∂T

[
1

Z

∑

r

Ere
−βEr

]

= − 1

kBT 2

∂

∂β

[
1

Z

∑

r

Ere
−βEr

]

= − 1

kBT 2

[(
− 1

Z2

)
∂Z

∂β

∑

r

Ere
−βEr +

1

Z

∂

∂β

(∑

r

Ere
−βEr

)]

= − 1

kBT 2

[(
− 1

Z

∂Z

∂β

)(
1

Z

∑

r

Ere
−βEr

)
+

1

Z

∑

r

(−E2
r )e−βEr

]

=
1

kBT 2

[
1

Z

∑

r

E2
r e
−βEr −

(
−∂ ln(Z)

∂β

)
〈E〉NV T

]

=
1

kBT 2

[
〈E2〉NV T − 〈E〉2NV T

]
=

σ2E
kBT 2

(3.11)

Repeating the same steps in the isobaric-isothermal ensemble or NPT ensemble, where the pressure

is kept constant, using Eq. 3.3 and the isobaric-isothermal partition function,

Z =
∑

r

e−β(Er+PVr) =
∑

r

e−βHr (3.12)

results in

CP (T ) =
1

kBT 2

[
〈H2〉NPT − 〈H〉2NPT

]
=

σ2H
kBT 2

(3.13)

The heat capacity in both ensembles can be obtained from the fluctuations of the energy or the

enthalpy. By carrying out a sufficiently long MD simulation, a large set of the accessible phase

space can be sampled and many microstates can be reached. One can select the energy at different

time steps or the enthalpy and average over these values according to Eq. 3.11 and Eq. 3.13 under

the assumption of ergodicity.

In this way, one can obtain from a single NV T or NPT MD simulation the heat capacity at the

given temperature. Performing multiple NV T or NPT MD simulations, the heat capacity can also
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be approximated in a finite-differences approach:

CV

(
T1 + T2

2

)
=
〈E〉NV T2 − 〈E〉NV T1

T2 − T1
(3.14)

Method 2: Harmonic approximation

A second method to determine the heat capacity in a practical way follows from the equipartition

theorem in classical statistical mechanics. In a crystalline solid, the N atoms can oscillate in three

directions and one could approximate the solid as 3N independent simple harmonic oscillators.

Every harmonic oscillator has, according to the equipartition theorem, an average energy of kBT ,

which by applying Eq. 3.2, results in a specific heat capacity of 3NkB for the metal. This is the

Dulong-Petit law which is only valid at high temperatures.

The Dulong-Petit law is a classical theory where the energy levels are assumed to be continuous. At

lower temperatures, the discretisation of the energy becomes more and more important due to the

dominant occupancy of the lowest energy levels of the system. This deviation of the Dulong-Petit

law arises when ~ω, with ω the vibrational frequency of the oscillators, becomes larger than kBT .

An improvement of this theory is the harmonic approximation, where the harmonic oscillators are

treated quantum mechanically.

The energy of one quantum harmonic oscillator (HO) with frequency ω is given by

En =

(
n+

1

2

)
~ω (3.15)

with n the occupation number of the oscillator and ~ω
2 the zero-point vibrational energy. In the

canonical ensemble the quantum mechanical partition function can be determined for this single

oscillator:

ZHO =
∞∑

n=0

e−βEn

=

∞∑

n=0

e−β(n+
1
2)~ω

= e−β
1
2
~ω
∞∑

n=0

e−βn~ω

= e−β
1
2
~ω 1

1− e−β~ω

=
1

eβ
1
2
~ω − e−β 1

2
~ω

=
1

2 sinh(12β~ω)

(3.16)
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The average energy of this single harmonic oscillator can be found using Eq. 3.9

〈E〉HO = −∂ ln(ZHO)

∂β
= − 1

ZHO
∂ZHO

∂β

=

[
−2 sinh

(
1

2
β~ω

)]
(−1)

[
1

2 sinh
(
1
2β~ω

)
]2 [

2 cosh

(
1

2
β~ω

)](
1

2
~ω
)

=
1

2
~ω coth

(
1

2
β~ω

)
(3.17)

The specific heat capacity of a single harmonic oscillator in the canonical ensemble is, then, using

Eq. 3.10, given by

CV,HO(T ) = − 1

kBT 2

∂〈E〉HO
∂β

= − 1

kBT 2

(
1

2
~ω
)(
− 1

sinh2(β 1
2~ω)

)(
1

2
~ω
)

=
1

kBT 2

(
~ω
2

)2 1

sinh2(β~ω2 )

=
1

kBT 2

(
~ω
2

)2( 2

e
1
2
β~ω − e−β 1

2
~ω

)2

=
1

kBT 2
(~ω)2

e
− ~ω
kBT

(
1− e−

~ω
kBT

)2

(3.18)

This is the contribution of the collective vibration of the atoms at frequency ω to the heat capacity.

In a crystal the vibrations of the atoms can be decoupled into independent harmonic oscillators or

normal modes with frequencies ωk for which the quanta are called the phonons. In the assumption

of complete independent harmonic oscillators, the total partition function ZHO of the system will

be the product of the partition functions corresponding to each harmonic oscillator ZHOk .

ZHO =
∏

k

ZHOk =
∏

ωk

1

2 sinh(12β~ωk)
(3.19)

Using Eq. 3.10, it can be seen that every oscillator leads to a contribution to the heat capacity

corresponding to Eq. 3.18. The total heat capacity per unit cell of the crystal is then the summation

over the normal modes:

CV,HO(T ) =
1

kBT 2

∑

ωk

(~ωk)2
e
− ~ωk
kBT

2

(
1− e−

~ωk
kBT

2

)2 (3.20)

To determine the heat capacity one has to calculate these normal modes. The frequencies can be
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determined by solving the normal mode equations

Hν = ω2Mν (3.21)

where H is the Cartesian Hessian of the system and M the mass matrix containing the masses

of all N atoms of the unit cell. Solving this equation yields 3N eigenmodes with corresponding

eigenfrequencies.

This second method has been applied by Bristow et al. [59] on several MOFs (MOF-5, IRMOF-10,

IRMOF-14, UiO-66, UiO-67 and HKUST-1). Their results could not be validated due to the lack

of experimental data. Canepa et al. [126] have also used this approach in a combined theoretical-

experimental research. The influence of molecular adsorption in MOF-74(Zn) on the isochoric heat

capacity was studied. They compared the isochoric heat capacity obtained from ab initio calculated

phonons and from experimentally determined IR frequencies. They concluded that the changes in

heat capacacity upon loading are substantial and specific for each adsorbate.

Case study on MOF-5

In this section a comparison of the results obtained with both methods is made on MOF-5. The MD

simulations and the calculation of the Hessian are carried out with Yaff [89], while NMA is performed

with TAMkin [127]. A time step of 1 fs is used and averages are taken over a simulation length of 600

ps after an equilibration of 150 ps. Samples were taken every 100 steps to minimize the correlations

between consecutive samples. NV T and NPT simulations were performed to determine the iso-

choric and isobaric heat capacity. The unit cell at finite temperature for the NV T simulations was

determined as the ensemble-averaged unit cell of the NPT simulation at the corresponding temper-

ature at 1 bar. Different thermostats (Nose-Hoover chain [128–130] (NHC) and Langevin [131]) and

barostats (Martyna-Tuckerman-Tobias-Klein [132], Berendsen [133], Langevin [134]) were tested,

but the results and conclusions are independent of this choice. In Figure 3.3 the values determined

with the NHC thermostat for different temperatures are presented. One experimental result [135]

is also added.

A large difference is noted between the harmonic approximation and the results obtained with MD

simulations. In contrast, the results obtained with the MD simulations correspond with the high-

temperature limit represented by the Dulong-Petit law even at low temperatures. It is important to

understand that the obtained results will not be improved by longer simulations lengths. Some prop-

erties require large simulation lengths, but the results of the MD simulations are inherently wrong

due to the classical approximation of the nuclei in classical MD, as used here. MOF-5 contains C-H

bonds with vibrational frequencies around 3200 cm−1, which corresponds to a Debye temperature

higher than 4000 K. This vibrational mode should thus only be populated at temperatures much

higher than 4000 K. In contrast, when using classical MD, all nuclear quantum effects are neglected

and all modes are activated at low temperatures. Consequently, the MD results correspond to the
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Figure 3.3: Comparison of different methods for the calculation of the heat capacity of MOF-5. Experi-
mental data for MOF-5 are taken from Ref. [135].

high-temperature limit, in which all modes are fully activated. In contrast, nuclear quantum effects

are present in the second method. However, in this approximation only harmonic contributions are

accounted for, neglecting anharmonic effects. This is in contrast with the first method, utilizing

MD, where anharmonic effects are included. Deviations between both methods are hence to be

expected.

In this case the experimental results [135] (see Figure 3.3) are better approximated by the harmonic

approximation, but still a deviation is visible. For MOFs which have a more flexible framework than

MOF-5, such as MIL-53(Al), it can be expected that the anharmonic effects are more important.

However, this statement cannot be validated because no experimental results are available for the

heat capacity of MIL-53(Al).

Improvements of classical MD exist, namely Path Integral Molecular Dynamics (PIMD) [136,137],

that could allow a better description of nuclear quantum effects. Especially the work of Ceriotti

and co-workers is promising [138,139], but this has not yet been explored for MOFs.

3.3.2 Thermal expansion coefficients

Definition

The thermal expansion coefficient α gives information about the relative change in volume V or

lattice parameter a when increasing or decreasing the temperature at constant pressure. The volu-

metric thermal expansion coefficient is given by following formula:
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αV =
1

V

(
∂V

∂T

)

P

=

(
∂ ln(V )

∂T

)

P

(3.22)

The lattice expansion coefficient of the lattice parameter a is defined analogously:

αa =
1

a

(
∂a

∂T

)

P

=

(
∂ ln(a)

∂T

)

P

(3.23)

The relation between both coefficients for isotropic expansion is given by αV = 3αa.

Overview of literature

Most solids expand with increasing temperature. Some MOFs, however, show negative thermal

expansion (NTE). Their volume decreases when heating, similar to ice. An extensive review by

Barrera et al. [140] presents a survey of NTE behavior over a wide range of solid materials, high-

lighting the thermodynamics and the diverse mechanisms operating at the atomic level. Although

NTE has been investigated extensively in different materials during recent decades, the underlying

physics remains poorly understood. However, the understanding is crucial for the tailoring of ma-

terials possessing specific expansion properties. A review that describes the progress in the field of

NTE is written by Lind [141].

Thermal expansion is determined by the phonons or the lattice vibrations. The expansion is typ-

ically ascribed to the anharmonicity of the vibrational modes. NTE materials find applications

in electronics and optics, sensors and actuators, and in the design of new materials, e.g. dental

filling materials [55]. MOFs provide a framework onto which other materials might blend to form

composites with negligible volume change with temperature [142].

NTE in MOFs was first observed in 2005 by Rowsell et al. [143] for MOF-5. Last decade, some ex-

perimental [144–146] and theoretical studies [55,142,144] have been made specifically on this MOF

to explain this strange behavior. Several authors have reported thermal expansion coefficients, such

that a validation of the results obtained in this work is possible. The calculation of the thermal

expansion of this MOF has previously been used to verify force fields [47,54,59,61].

A detailed computational study on the thermal expansion of MOFs was made by Dubbeldam et

al. [55] for isoreticular MOFs (IRMOFs) such as MOF-5. They used a force field made of existing

models (DREIDING [49], CVFF [52]) for the organic linker and the Zn4O metal oxide cluster was

described using only nonbonded interactions. This was then further calibrated with experimental

data. The thermal expansion coefficients were determined using long NPT MD simulation of 15 ns

with two different methods. The first method was a spline fit of the unit cell length as a function

of temperature and the second method was via a fluctuation formula (see Eq. 3.25 on page 80),

but the results of both methods agree well. In this way, they obtain a temperature dependent

thermal expansion coefficient for MOF-5 and other IRMOFs. They conclude from their simula-

tions that the observed NTE behavior is the result of two competing effects. First, there is a local
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effect where all bond lengths increase with temperature, which is the regular behavior resulting

from the anharmonicity of the vibrational modes, and which could lead to an expansion of the

material. However, a second long-range effect, the thermally activated hinging around the metal

oxide nodes of the linkers, leads to a shorter average distance between the corners with increasing

temperature. Associated with this, the material also gets softer with increasing length of the linkers.

Han and Goddard [142] investigated the thermal expansion of five NTE IRMOFs using the DREI-

DING [49] force field. By fitting the temperature dependent lattice constants, obtained by MD

simulations, the thermal expansion coefficient is calculated. The results are in agreement with the

second effect postulated by Dubbeldam et al. [55]. The theoretical studies performed by Han and

Goddard [142], Dubbeldam et al. [55] and Zhou et al. [144] do not fully agree on the mechanism

responsible for the NTE in MOF-5. A more recent experimental study made by Lock et al. [145]

tried to determine which model gives the best description. Their in-depth crystallographic char-

acterization combined with a theoretical model for the linker suggested a mechanism in which a

transverse vibration of the linear linker together with a local carboxylate motion is responsible. This

is only an example to illustrate the high complexity of the mechanisms of the thermal expansion.

In a high-throughput search, the objective is not to make such detailed investigations, but only to

hint towards potential large thermal expansion coefficients.

An experimental article by Henke et al. [147] is an example illustrating the importance of the

building block design of MOFs. The authors demonstrate extreme thermal expansion (positive

and negative), which can be tuned utilizing functionalized linkers. Another remarkable example of

thermal expansion behavior is given by Lama et al. [148]. The authors have synthesized a MOF

with very rare anisotropic thermal expansion behavior. The linear expansion coefficients along the

major crystal axes are respectively negative, positive and zero, which is a result of a combined

stretching-tilting mechanism.

One critical remark must be made on the fact that the thermal expansion can be strongly influenced

by guest molecules. Several experimental studies have focused on this topic. For example, the

experimental study of Wei et al. [149] showed that the thermal expansion profile can be tuned

by guest molecules, showing extremely large coefficients of 430 · 10−6 K−1. Grobler et al. [150]

have developed a tunable MOF showing unusual anisotropic thermal expansion properties. Their

study claims the establishment of guest-tunable thermal expansion. In this work, the focus lies

on the pure materials without guest molecules inside the framework. Nevertheless, if exceptional

thermal expansion can be detected for pure materials, it could be a good starting point for a more

case-specific study of these materials under influence of guest molecules.

Methods to determine the thermal expansion coefficients

There are several ways to obtain the thermal expansion coefficients from MD simulations in the

isobaric-isothermal ensemble.
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Method 1: Fluctuation formula

The volumetric thermal expansion coefficient can be determined from a single NPT MD simulation

assuming ergodicity. Using the isobaric-isothermal partition function (see Eq. 3.12), the average

volume of the system is given by

〈V 〉NPT =
1

Z

∑

r

Vre
−βHr =

∑
r
Vre
−βHr

∑
r
e−βHr

(3.24)

with Vr the volume of microstate r. Inserting Eq. 3.24 in the definition of the volumetric thermal

expansion coefficient, Eq. 3.22, results in:
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By averaging over the samples taken at discrete time steps, one can determine the volumetric ther-

mal expansion from a single MD run with this equation, assuming ergodicity. This approach was

used by Dubbeldam et al. [55].

Method 2: Fitting the lattice parameter/volume over a temperature range

The coefficients obtained by Dubbeldam et al. show a strong dependence on the temperature.

However, the experimental studies of Rowsell et al. [143], Zhou et al. [144] and Lock et al. [145]

show a near linear NTE behavior, meaning that the thermal expansion coefficient is approximately

independent of temperature in the interval between 0 K and 600 K for MOF-5.

These observations suggest a linear fit of:

1. ln(V ) versus T , where the volumetric thermal expansion coefficient is given by the slope

2. V versus T , where the volumetric expansion coefficient is given by the slope divided by a V0

at a certain temperature
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This approach is used by Han and Goddard [142], Greathouse and Allendorf [54], Tafipolsky and

Schmid [61], Bristow et al. [59], and Sun and Sun [47]. In this work, it is opted to work with the

more correct ln(V ) versus T fit.

Method 3: Finite-differences approximation

Similarly as for the heat capacity, one could approximate the derivative of Eq. 3.22 with intervals:

αV

(
T1 + T2

2

)
=

1

T2 − T1
ln

(〈V 〉NPT2
〈V 〉NPT1

)
(3.26)

The last two methods can also be used for the linear thermal expansion coefficient by replacing the

volume V by the lattice parameter a.

Validation of the methodology

The number of MOFs for which theoretical and/or experimental thermal expansion coefficients are

available is very limited. In this section, a comparison is made between the proposed methods and

other published results. All MD simulations are carried out with Yaff [89]. The NHC thermo-

stat [128–130] and MTTK barostat [132] are used for every NPT simulation at 1 bar. The samples

are taken after an equilibration time of 150 ps and the time step is 0.5 fs or 1 fs. The latter is used

when there are no O-H bonds in the MOF (e.g. in the case of MOF-5).

Fluctuation formula

Dubbeldam et al. [55] showed that the thermal expansion coefficient of MOF-5 follows a trend, when

simulating for a sufficient long time of 15 ns at 1 atm with the MTTK barostat [132]. In Figure 3.4,

our results for MOF-5 are shown. The black line indicates the thermal expansion coefficient ob-

tained by performing a linear fit of ln(V ) versus T (method 2). With both methods, the same order

of magnitude is found, however, with the fluctuation formula a downward trend is observed. This is

in fact the opposite of the behavior observed by Dubbeldam et al. [55]. To obtain this trend, at least

five simulations of 750 ps were needed. Reducing the number of simulations at each temperature

to one, resulted in a thermal expansion coefficient that fluctuated around the fitted result. It can

be expected that longer and/or more simulations converge to a smoother curve. The blue squares

in Figure 3.4 are determined using the finite-differences approximation (method 3). With this ap-

proach a good measure for the thermal expansion coefficient is found, as it results in qualitatively

the same trend as the fluctuation formula. To determine whether this fluctuation formula converges

to a smooth line, six simulations of 1.75 ns were carried out with DMOF-1 at each temperature.

This gives a total simulation length of 10.5 ns. In Figure 3.5 on page 83 the result is shown. An

extreme NTE behavior is found at low temperatures and converges to a high-temperature value

of -33 · 10−6 K−1. In fact, when the second method is employed, this high-temperature limit is

found (black line). This result proves that it is possible to obtain a measure for the temperature

dependence, but that lengthy simulations are required.
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Figure 3.4: Temperature dependence of the thermal expansion coefficient of MOF-5.

To conclude, while the fluctuation formula gives a temperature dependent thermal expansion coef-

ficient, the fit of ln(V ) versus T gives a value with the same order of magnitude. Moreover, this

result can already be obtained after only one simulation at each temperature, while the fluctuation

formula requires many more samples. In the remainder of this work, only the second method was

applied.

MOF-5

The thermal expansion coefficient of MOF-5 has previously been calculated to validate a new force

field. NPT MD simulations of 1 ns were performed by Greathouse and Allendorf [54] and the

expansion coefficient was determined by fitting the volume to the temperature. Tafipolsky and

Schmid [61] did also use MD simulations to validate their force field for MOF-5. Thermal expansion

data were obtained from NPT MD simulations with a duration of 1 ns. The Berendsen bath cou-

pling method was used as thermostat/barostat [133]. They conclude that longer simulations (10 ns)

gave statistically indistinguishable results. Simulations were performed at temperatures between 10

K and 600 K and the average volumes were then fitted to the temperature. More recently, Bristow et

al. [59] have calculated thermal expansion coefficients for MOF-5, but also for HKUST-1, IRMOF-

10, IRMOF-14, UiO-66 and UiO-67. They calculated this property with a series of NPT MD

simulations of only 250 ps using the Berendsen bath coupling method as thermostat/barostat [133].

To determine the thermal expansion coefficient, they fitted their averaged lattice parameters to the

temperature. According to their results all these MOFs show NTE. The same conclusion as for the

IRMOF series of Dubbeldam et al. [55] could be drawn: the larger the linker, the more negative the

thermal expansion.

In Table 3.3, the simulated results available in the literature are shown. All these results were
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Figure 3.5: Temperature dependence of the thermal expansion coefficient of DMOF-1.

Table 3.2: Experimental thermal expansion coefficient of the lattice parameter of MOF-5.

αa [10−6 K−1] Temperature range [K]

Rowsell et al. [143] -13.3 0-600

Zhou et al. [144] -16 4-600

Lock et al. [145] -13.1(1) 80-500

calculated with force fields and MD simulations. The published values range between -5.3 · 10−6

K−1and -13.3 · 10−6 K−1, while the experimental results (see Table 3.2) range between -13.1 · 10−6

K−1and -16 · 10−6 K−1. The value obtained in this thesis is -34.1 · 10−6 K−1. This is clearly an

overestimation of the thermal expansion behavior.

Thermal expansion behavior is an anharmonic effect due to the crystal vibrations. A potential

improvement of the force field derived with QuickFF is the addition of anharmonic contributions,

as discussed in Section 2.2.3. Instead of using harmonic potentials for the bends and bonds, now a

fixed anharmonic contribution is added, which was determined for the MM3 force field. The result

obtained with these extra terms is shown in the third row (with symbol *) of Table 3.3. With

this force field, a simulation of 1.5 ns was carried out, which should be sufficiently long for a good

estimate. Adding these terms results in an expansion coefficient of -14.8 · 10−6 K−1, which is in

the range of the experimental values. In Figure 3.6, the simulated temperature dependence of the

volume is shown. Finally, in Table 3.4 on page 85, our results for the IRMOF series are listed

(without anharmonic contributions). Except for IRMOF-8, an overestimation with roughly a factor

three of the negative thermal expansion is found.
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Figure 3.6: Thermal expansion behavior of MOF-5. A comparison between the force field with/without
fixed anharmonic contributions.

Table 3.3: Thermal expansion coefficient of the lattice parameter of MOF-5 at 300 K via force field MD
simulations. The symbol * indicates extra fixed anharmonic contributions.

αa [10−6 K−1]

This work -34.1

This work* -14.8

Dubbeldam et al. [55] -13.3

Han and Goddard [142] -8

Greathouse and Allendorf [54] -13

Tafipolsky and Schmid [61] -7.3

Bristow et al. [59] -5.27

Sun and Sun [47] -10.1

HKUST-1

In Figure 3.7 the simulated thermal expansion behavior of HKUST-1 is shown. Here, a nearly

perfect agreement between the fit and the simulation is found. In Table 3.5, it can be seen that

again an overestimation with a factor three compared to other force fields and to the experiment is

found in this work.

Conclusion

The thermal expansion coefficient obtained via the fluctuation formula displays a downward trend

at low temperatures for MOF-5. It seems to converge to a smooth line with longer simulation times,
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however, more and longer calculations should be carried out to validate this statement. DMOF-1,

which has less atoms in the unit cell, was considered as a second test case. Here, a smooth temper-

ature dependence is found, where the thermal expansion coefficient converges at high temperature

to the fitted coefficient with method 2. The second method is much more efficient as it is only based

on the ensemble-averaged volume, which converges faster.

Table 3.4: Simulated thermal expansion coefficient αa [10−6 K−1] of the lattice parameter of the IRMOF
series.

IRMOF This work Dubbeldam [55] Han [142] Bristow [59] Sun [47]

IRMOF-1 (MOF-5) -34.1 -13.3 -8 -5.27 -10.1

IRMOF-6 -44.4 / / / -11.2

IRMOF-8 -36.2 / -10.8 / -6.9

IRMOF-10 -53.4 ≈17 / -8.11 -13.7

IRMOF-14 -37.1 / -8.1 -4.95 -10.0

Table 3.5: Thermal expansion coefficient αa [10−6 K−1] of the lattice parameter of HKUST-1.

This work Tafipolsky [63] Bristow [59] Peterson [151]

αa [10−6 K−1] -13.4 -3.4 -3.2 -4.9 (Exp.)

Figure 3.7: Thermal expansion behavior of HKUST-1.

A comparison with the literature for HKUST-1 and the IRMOFs showed that the new force fields

tend to overestimate the negative thermal expansion. The values are systematically overestimated
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by a factor three. However, adding anharmonic contributions to the bond and bend terms seems to

solve this.

3.4 Mechanical Properties

Studies have shown that MOFs become amorphous or collapse under low mechanical loading, which

remains a bottleneck for the industrialization of MOFs [152,153]. Often high porosity and mechan-

ical stability are two competing factors. However, especially those MOFs with high porosity are

interesting for industrial applications. A detailed understanding of the response to mechanical stress

is needed for technological applications, requiring a characterization of mechanical properties. For

example, Wu et al. [154] showed that the highly-porous framework UiO-66 has a remarkable me-

chanical stability which can be explained by the network topology. Understanding of such features,

responsible for exceptional mechanical properties, could lead to new high-performance MOFs. It is

now known that the mechanical properties of a MOF are predominantly determined by its frame-

work topology and geometry. Obtaining a better understanding of the chemical effects on the

mechanical behavior, then allows for a further fine-tuning of the desired properties [155].

The basic mechanical property under consideration are the elastic constants. They can be used to

calculate other mechanical properties such as the bulk modulus, Young’s modulus, Poisson’s ratio,

shear modulus and structural stability (Section 3.4.4). These quantities provide a link between the

mechanical and dynamic behavior of a crystal. In general, they provide information on the elastic

behavior or the response under low mechanical stress. In this work, the behavior in the elastic region

as illustrated in Figure 3.11 is described. In this region, the material returns to its original shape

after the mechanical stress is removed. In the plastic region, the material undergoes non-reversible

changes of shape in response to the applied forces.

There is a major lack of data, both computational and experimental, about these properties for

MOFs. The well-known MOF-5 has been the subject of some computational studies where the

stiffness tensor has been determined. However, only limited experimental data are available on its

mechanical properties. A critical review by Tan and Cheetham [153] offers an overview of theoretical

and experimental results for various mechanical properties of MOFs. During the past few years some

computational studies have focused on the anisotropic elastic behavior of MOFs [42,119,156]. After

obtaining the stiffness tensor, the directional dependence of properties such as the Young’s modu-

lus and shear modulus can be investigated. Ortiz et al. [42] have suggested that these anisotropic

properties can be indicators of framework flexibility. This interesting insight is further explored in

this work.
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Figure 3.8: Illustration of the mechanical behavior of a deformed material.

3.4.1 Definition of the elastic constants

The elastic properties of a crystal are typically introduced by focusing on a continuous medium

[157,158]. Strain and stress are considered on an infinitesimal volume element of this material that

is described by the orthonormal Cartesian vectors
−→
1x,
−→
1y and

−→
1z .

The orthonormal vectors will be distorted in orientation and length if an infinitesimal strain is

applied. If the strain is uniform, the distortion of these vectors is the same for every point of the

material. This is described by the deformation tensor d:





−→
1x′ = (1 + dxx)

−→
1x + dxy

−→
1y + dxz

−→
1z

−→
1y′ = dyx

−→
1x + (1 + dyy)

−→
1y + dyz

−→
1z

−→
1z′ = dzx

−→
1x + dzy

−→
1y + (1 + dzz)

−→
1z

(3.27)

The deformation dij is dimensionless. A point in the material, described by a Cartesian position

vector −→r , is after deformation described by −→r ′.

−→r = x
−→
1x + y

−→
1y + z

−→
1z (3.28)

−→r ′ = x
−→
1′x + y

−→
1′y + z

−→
1′z (3.29)

The displacement vector is described by
−→
R = −→r ′ −−→r or thus:

−→
R = (x dxx + y dyx + z dzx)

−→
1x + (x dxy + y dyy + z dzy)

−→
1y + (x dxz + y dyz + z dzz)

−→
1z

= ux(x, y, z)
−→
1x + uy(x, y, z)

−→
1y + uz(x, y, z)

−→
1z

(3.30)

Typically, the deformation tensor is then split into a symmetric and an antisymmetric part: d=
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∇−→u = ω + ε. In this section the indices i and j represent the orthonormal directions
−→
1x,
−→
1y and

−→
1z , with

ωij =
1

2

(
∂ui
∂j
− ∂uj

∂i

)
(3.31)

The antisymmetric rotation tensor describes a global rotation of the volume element. This does not

contribute to the stress on the material as the relative positions of the particles remain the same.

Moreover, an infinitesimal global rotation described by ω does not change the energy of the system.

ω is a tensor of rank 2 with three independent elements:

ω =
1

2

(
∇−→u − (∇−→u )T

)
=

1

2
∇×−→u =




0 ωxy ωxz

−ωxy 0 ωyz

−ωxz −ωyz 0


 (3.32)

The second contribution to d is the infinitesimal strain tensor ε, and its elements are given by:

εij =
1

2

(
∂ui
∂j

+
∂uj
∂i

)
(3.33)

ε is a symmetric rank 2 tensor with six independent elements. As the deformation dij is dimension-

less, so is the strain εij .

ε =
1

2

(
∇−→u + (∇−→u )T

)
=



εxx εxy εxz

εyy εyz

εzz


 ,



εxx εxy εxz

εxy εyy εyz

εxz εyz εzz


 (3.34)

As a strain does not keep the relative positions of the atoms intact, it gives rise to stresses.

The stress σij represents the force in the i-direction along the unit area of a plane whose normal

lies in the j-direction. The nine stresses form the components of the second-order stress tensor.

The dimension of stress is force per unit area or energy per volume. A 2D example is given in

Figure 3.9 to illustrate this. To obtain a static equilibrium, the angular acceleration must vanish

and this implies σij = σji ∀i, j. In the three dimensional case, this results in six independent stress

components which can be represented by a 3×3 symmetric matrix.

σ =



σxx σxy σxz

σyy σyz

σzz


 (3.35)

The generalized Hooke’s law states that under the assumption of small strain, the stress is directly

proportional to it. If the strain is applied and the stress is the response, both are related through

the stiffness tensor C
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Figure 3.9: Graphical representation of the stress tensor components for a 2D volume element. Force and
torque equilibrium are required to obtain a static equilibrium. The torque caused by σxy must
be equal to the torque following from σyx. This results in σxy = σyx. The normal stresses σii
at opposite sides must be equal in magnitude to obtain force equilibrium.

σ = C · ε ⇐⇒ σij =
∑

k,l

Cijkl εkl with i, j, k and l = x, y, z (3.36)

This quantity is a tensor of rank 4 and its elements are given by the elastic constants. They have

the dimension of an energy per volume or a force per unit area. The matrix notation of the stiffness

tensor can be simplified using the Voigt notation: (xx→1, yy→2, zz→3, yz = zy→4, xz = zx→5,

xy = yx→6). C can then be represented by a symmetric 6×6 matrix with at most 21 independent

elements:

C =




C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66




(3.37)

The number of independent elements can be further reduced using the symmetry of the crystal

structure. The different crystal systems and their independent elastic constants can be found in

Ref. [159].

Using the Voigt notation, the strain and stress matrices can be represented as six-dimensional

vectors,
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

εxx εxy εxz

εyy εyz

εzz


 ⇐⇒




ε1

ε2

ε3

ε4

ε5

ε6




=




εxx

εyy

εzz

2εyz

2εxz

2εxy




,



σxx σxy σxz

σyy σyz

σzz


 ⇐⇒




σ1

σ2

σ3

σ4

σ5

σ6




=




σxx

σyy

σzz

σyz

σxz

σxy




, (3.38)

where a factor two is added at certain elements of the strain vector. The generalized Hooke’s law

can then be written as a matrix equation:




σ1

σ2

σ3

σ4

σ5

σ6




=




C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66







ε1

ε2

ε3

ε4

ε5

ε6




(3.39)

With an elastic deformation corresponds a strain energy. Just as in the case of a 1D Hookean

spring, this energy is stored as potential energy. The strain energy density is the reversible work

per unit volume that has been done to produce the strain. As σi is the stress or force per unit area

corresponding with the applied strain, it is the derivative of the strain energy density to the strain

εi or

U(ε) =

∫
σ ·dε =

1

2
εT ·C · ε

=
1

2

(
ε1 ε2 ε3 ε4 ε5 ε6

)




C11 C12 C13 C14 C15 C16

C22 C23 C24 C25 C26

C33 C34 C35 C36

C44 C45 C46

C55 C56

C66







ε1

ε2

ε3

ε4

ε5

ε6




(3.40)

One could thus also define the elastic constants as

Cij =
∂2U

∂εi∂εj
=

1

V0

∂2E

∂εi∂εj
, (3.41)

a formula used in some codes [160,161].

While most of these definitions originate from continuum mechanics, they are also applicable to

crystals, composed of unit cells. The unit cell of a crystal is characterized by its lattice vectors −→a ,
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−→
b and −→c . The lattice parameters are given by the norms of these vectors. The relation between

the lattice vectors and the orthonormal vectors is given by the unit cell tensor h0:





−→a = ax
−→
1x + ay

−→
1y + az

−→
1z

−→
b = bx

−→
1x + by

−→
1y + bz

−→
1z

−→c = cx
−→
1x + cy

−→
1y + cz

−→
1z

⇐⇒ h0 =



ax ay az

bx by bz

cx cy cz


 (3.42)

The position of atom α in this unit cell (α = 1, 2, ..., N with N the number of atoms) can be

represented by its fractional coordinates (sαa sαb sαc) along the lattice vectors or by its Cartesian

coordinates (xα yα zα) along the orthonormal vectors
−→
1x,
−→
1y and

−→
1z . The relation between the

fractional coordinates and the Cartesian coordinates of the atom can be found by looking at the

Cartesian coordinate vector −→rα.

−→rα = xα
−→
1x + yα

−→
1y + zα

−→
1z = sαa

−→a + sαb
−→
b + sαc

−→c = (sαa sαb sαz)abc = −→sα h0 (3.43)

After a deformation, the Cartesian coordinate vector of atom α, −→rα, becomes −→rα′, where the deformed

orthonormal vectors are given in Eq. 3.27. This also deforms the unit cell tensor h0 to h:

−→rα ⇒ −→rα′ = xα
−→
1x′ + yα

−→
1y′ + zα

−→
1z′ = sαa

−→a ′ + sαb
−→
b ′ + sαc

−→c ′ = (sαa sαb sαz)abc = −→sα h (3.44)

An infinitesimally deformed lattice vector can be written as

−→a ′ = ax
−→
1x′ + ay

−→
1y′ + az

−→
1z′ (3.45)

or also
−→a ′ = a′x

−→
1x + a′y

−→
1y + a′z

−→
1z (3.46)

Inserting the strained base vectors of Eq. 3.27 allows to determine a′x, a′y and a′z in terms of ax, ay

and az and the strains εij . This can be written in matrix form:

−→a ′T = (a′x a
′
y a
′
z) = (ax ay az)




1 + εxx εxy εxz

εxy 1 + εyy εyz

εxz εyz 1 + εzz


 (3.47)

The same can be done for lattice vectors
−→
b ′ and −→c ′. In this way the strained unit cell tensor can

be related to the undeformed unit cell tensor:

h =



a′x a′y a′z
b′x b′y b′z
c′x c′y c′z


 =



ax ay az

bx by bz

cx cy cz







1 + εxx εxy εxz

εxy 1 + εyy εyz

εxz εyz 1 + εzz


 (3.48)
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= h0




1 + ε1
1
2ε6

1
2ε5

1 + ε2
1
2ε4

1 + ε3


 (3.49)

3.4.2 Overview of literature

Several works have focused on the mechanical behavior of MOF-5. One of the first works on its

mechanical stability was a combined theoretical-experimental study by Zhou and Yildirim [162]. By

looking at the three independent elastic constants of this cubic structure, the structural stability

was evaluated. These constants were determined by fitting ab initio total energies to well-chosen

applied strains. A low C44 of 1 GPa was found, while the other two moduli (C11 and C12) are at

least one order of magnitude larger (Table 3.11 on page 110). This indicates that the structure

is close to structural instability. By experimentally measuring of the neutron inelastic scattering

spectrum and the ab initio determination of the phonon spectrum, the authors could determine that

the twisting of the organic linkers gives rise to the softest modes and that it is responsible for the

low C44. Several other authors have published ab initio elastic constants for MOF-5 [91, 163–165],

but they are all very similar, as can be seen in Table 3.11 on page 110 in Section 3.4.5.

The mechanical properties of MOF-5 have also been studied with force fields. Han and God-

dard [142] have calculated the temperature dependence of the elastic constants with a DREID-

ING [49] force field. This was done with a series of NV T MD simulations, where different strains

were applied to the unit cell. By fitting the ensemble-averaged energy to the applied strain, the

independent elastic constants were determined. C11, C44 and the shear modulus of MOF-5 were

shown to decrease with increasing temperature. This is, however, remarkable if one takes the

anomalous negative thermal expansion into account. If the volume decreases, a material typically

stiffens, which results in higher elastic constants. For MOF-5 this is not the case. According to the

authors, the flexibility of the metal-linker-metal bond is responsible for this behavior.

Because published values are available for the elastic constants and other mechanical properties of

MOF-5, force fields are often validated based on these properties. Greathouse and Allendorf [54] de-

termined the bulk modulus and Young’s modulus at 0 K by fitting the energy to strain and at finite

temperatures via MD simulations. The authors obtained a strong softening of these elastic prop-

erties with increasing temperature, similar to Han and Goddard [142]. Tafipolsky and Schmid [61]

also calculated the elastic constants, bulk modulus and Young’s modulus as a validation of their

ab initio parametrized force field. The elastic constants were determined from energy versus strain

fitting. The strain versus stress approach was also applied and both methods gave comparable

results according to the authors. MD simulations were performed to obtain elastic properties at 300

K. Bristow et al. [59] determined bulk moduli to verify their force fields for MOF-5, IRMOF-10,

IRMOF-14, HKUST-1, UiO-66 and UiO-67. To this end, a series of NV T simulations at 1 K was

employed for different volumes around the equilibrium structure. The ensemble-averaged pressure

was then fitted as a function of the volume with an equation of state (EOS) (Eq. 3.53). Sun and
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Sun [47] have also studied the mechanical properties of several IRMOFs. The bulk modulus and

Young’s modulus were determined at finite temperatures using NV T MD simulations.

Ortiz et al. [42] published elastic constants for several MOFs such as MIL-47 and MIL-53(Al). The

elastic constants were calculated by fitting total energy versus strain curves. The ab initio calcula-

tions were performed using the hybrid B3LYP functional with a localized basis set. The influence of

the widely used Grimme dispersion correction [81] on the elastic constants was shown to be negli-

gible. This is probably because the elastic constants are more strongly determined by the chemical

bond properties than by van der Waals forces. The authors also pointed out that flexible MOFs

have, in contrast to rigid MOFs, very anisotropic elastic properties, an idea that subsequently has

been used in other publications [166–168] In Section 3.4.4 the connection between the framework

flexibility and the elastic anisotropy is discussed more extensively.

The ZIFs have drawn some attention due to the attractive combination of thermal, chemical and

mechanical stability comparable with the zeolites, and rich topological diversity, pore size tunabil-

ity and structural flexibility like in MOFs. Several experimental [124, 169, 170] and computational

studies [119, 156] are available on the mechanical properties for this subclass of MOFs. For ZIF-8,

Tan et al. [119] found an exceptionally low shear modulus of about 1 GPa. The elastic constants

were determined both experimentally and theoretically. The ab initio elastic constants are obtained

using the procedure developed by Perger et al. with the hybrid B3LYP functional [160]. Using

such an approach, Tan et al. found the elastic constants to be overestimated by 15-20% compared

to the experiment. This was, according to the authors, due to the calculation at 0 K instead of

300 K and due to the neglect of zero-point vibrations [171]. A full tensorial analysis was performed

after obtaining the elastic constants, indicating that the shear modulus is much smaller than the

bulk modulus. This implies a vulnerability for shear-induced plasticity, amorphization and rupture.

According to the authors this also raises questions about the practical use of flexible MOFs with

an even lower shear modulus [42]. A similar ab initio study was carried out on ZIF-4 and ZIF-zni

by Tan et al. [156].

Tan et al. [124] also experimentally studied the influence of network topology and porosity on the

mechanical properties of various ZIFs. An excellent correlation was found between the density of the

material and the Young’s modulus, despite the diverse chemical structures studied. A good inverse

correlation was also found between the porosity (determined by the accessible surface area) and the

Young’s modulus. Sun and Sun [47] also made a connection between the density or free volume and

the elastic moduli for IRMOFs. This raises the question whether such structure-property relations

can be generalized to other classes of MOFs. In contrast, such correlations were not observed in a

recent study on a larger subset of ZIFs [172]. High-throughput screenings could shed light on this.

Wu et al. [154] investigated the mechanical stability of UiO-66(Zr). The elastic constants were

extracted from ab initio calculations using the method of Le Page and Saxe [173]. The semi-
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empirical dispersion correction by Grimme [81] was found to have a negligible influence on the

elastic constants, consistent with Ortiz et al. [42]. By comparison with previously calculated elastic

constants and properties of MOFs such as MOF-5, ZIF-8 and HKUST-1, the authors concluded that

UiO-66 shows exceptional mechanical properties. A detailed study of the deformation mechanism

in the MOFs under study suggested that the main reason for the mechanical stability is the high

organic-inorganic coordination number. In highly coordinated structures, mechanical deformation

requires changes in bond length, because flexible bending of the framework is made more difficult.

Changes in bond length are energetically more costly than bending, which explains the more rigid

UiO-66 framework. Figure 3.10 illustrates the idea that more interconnections (higher coordination

number) increase the mechanical rigidity. Wu et al. suggest that it is possible, just by looking at

the crystal structure and topology, and by empirically judging whether shear deformations might

lead to bond length changes, to get a qualitative idea of the mechanical stability.

Figure 3.10: Behavior under shear stresses τ of simple 2D lattices of nodes connected by springs. The
lattice shear stability (or rigidity) improves significantly with an increasing number of network
connections. Figure taken from Ref. [154].

Recently, Canepa et al. [126] investigated, among other things, the elastic behavior of MOF-74(Zn)

and the influence of loading it with H2, CO2, CH4 and H2O. Canepa et al. concluded, from both

the theoretical and the experimental results, that the molecular adsorption causes an overall stiff-

ening of the MOF. A similar investigation was also carried out by Ortiz et al. [174], where the

influence of methane loading on the elastic constants of ZIF-8 was studied. In Ref. [175], Henke

et al. experimentally investigated the anisotropic elastic behavior of MOFs as a function of guest

adsorption. They demonstrated very large changes of the elastic modulus and hardness depending

on the crystal direction. The authors explain this behavior by the guest-induced changes of the

network geometry. Other studies, on the less flexible ZIFs, indicated a rather small influence of pore

occupancy [124]. In summary, it has now been accepted that mechanical properties of MOFs are

strongly determined by the framework topology, i.e. the motive of connectivity within a framework,

and the framework geometry, i.e. the geometry of the connections depending on the nature of the

individual building units, as was shown for different types of MOFs: the UiO family [154], ZIFs [119]

and wine-rack frameworks [166]. In a review written by Li et al. [155] this idea was confirmed, but

they also discussed the influence of chemical effects. As the authors point out, insight in these

chemical effects is highly desirable for the development of materials with targeted response and for

a better understanding of framework flexibility. That chemical effects do matter, was illustrated
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e.g. by an experimental study of Tan et al. [176]. While mechanical properties are dominated by

the network topology, their study illustrates the possibility of fine-tuning the stiffness of the MOF

if the chemical effects are well understood.

Calculations of elastic constants at finite temperatures have not received much attention for MOFs,

but they have been studied several times for other materials. An example is the study by Shang et

al. [177], where the temperature dependence of the elastic constants was determined for Al2O3 using

a quasiharmonic approach. Using force fields, different authors [47,54,61,142] have predicted widely

varying temperature dependences for the elastic properties of MOF-5 and other IRMOFs. However,

the material definitely gets softer with increasing temperature. In a study of Ortiz et al. [174]

something similar was done, but instead of the temperature dependence, the pressure dependence

of the elastic constants was investigated to gain insight into the pressure-induced amorphization

of ZIF-8. A good agreement between the experimental and the simulated transition pressure was

found. The temperature and/or pressure dependence of the elastic constants is not explored in this

work, where the focus lies on the characterization of the elastic behavior at 0 K. However, with

the flexible force fields developed in this work, it is in principle possible to determine the elastic

properties at finite temperatures and various pressures.

3.4.3 Methods to determine the elastic constants

In the following subsections, two different methods to determine the elastic constants are discussed.

Both methods are based on the mathematical relations derived in Section 3.4.1.

Method 1: Fitting stress to strain

In the first method, the unknown elastic constants are determined from Eq. 3.39. Many papers have

focused on the efficient determination of the elastic constants for cubic crystals. However, MOFs

also occur in less symmetric crystal systems [178, 179]. MIL-53(Al) in the narrow pore phase is

triclinic, while MOF-5 is cubic, to give some examples. A symmetry-general method to determine

the elastic constants is required. In this work, the principles of Le Page and Saxe [180] are adopted.

By applying different well-chosen strains and calculating the corresponding stresses, an overdeter-

mined system of equations can be obtained for the unknown elements of the stiffness matrix. The

elastic constants are then extracted in a least-squares way. The strains chosen in this work are

similar to the independent strains −→ε (a) of Shang et al. [181]:

ε
(a)
b = x δab with a, b = 1, 2, 3, 4, 5, 6 (3.50)

In this work, 48 strains are applied, using x = ± 0.003, ± 0.006, ± 0.009 and ± 0.012. An overde-

termined system of 48 equations for 21 elastic constants is obtained in this way. The calculation of

the stresses corresponding to these strains is facilitated by the fact that working with force fields is

computationally less expensive than working with ab initio calculations using DFT. An approach



3.4. Mechanical Properties 96

where as few strains as possible are applied, such as proposed by Yu et al. [182], is not necessary

here. Yu et al. mentioned that the independent strains are perhaps not the best choice. The strains

are linearly independent in the strain space, but sample only limited parts of the stress space. For

instance, in an orthorhombic crystal system C14, C15 and C16 are zero. When applying a strain (x

0 0 0 0 0), the response would only sample three out of six stress components (σ1 σ2 σ3 0 0 0) (see

Eq. 3.39), and only three nonzero elastic constants (C11, C12, C13) of the in total nine independent

constants would enter the equation. The authors proposed a new set of strains: the universal linear-

independent coupling strains (ULIC) (sic), where these problems are solved. However, by chosing a

sufficiently large number of strains following Shang et al. [181], this problem is circumvented as well.

In summary, the procedure is thus:

• Choose a strain −→ε (a)

• Deform the unit cell of the crystal according to Eq. 3.49

• Relax the atomic positions while holding the unit cell fixed

• Determine the stress −→σ (a)

• Link −→σ (a) and −→ε (a) with Hooke’s law in Eq. 3.39

• Repeat this, obtain a set of equations and extract the elastic constants in a least-squares way

The third step, relaxation of the atomic positions, is necessary. In continuum mechanics, the elastic

constants are defined to link the stress and strain on an infinitesimal continuous volume element.

The strain is hence directly related to the deformation of this element. The volume element here is

a unit cell containing atoms. To minimize the stress resulting from interactions inside the cell, the

atomic positions are relaxed, such that the link between the strain defined as a deformation of the

unit cell and the stress resulting from this deformation is as closely related to the definition of the

continuously deformed element as possible. In practice, when deforming a material, the atoms will

also relax after a certain time (on the order of the period of the atomic vibrations). Here, static

calculations are performed to mimic the behavior of the deformed crystal cell after this relaxation

time. Dynamical behavior is not necessary.

In this work, force fields are used to model the metal-organic frameworks and atom relaxations are

carried out with Yaff [89]. The Cauchy stress tensor

σcauchy =
1

2V

∑

i,j 6=i

−→rij ⊗
−→
fij −

1

V

∑

i

mi
−→vi ⊗−→vj (3.51)

is a measure of the mechanical stress at the atomistic scale. It is widely used in atomistic simulations

as the counterpart of the continuum stress. Here i and j are the indices of the atoms with mass mi

in the volume V of the material. −→rij is the position vector pointing from atom i towards atom j.
−→
fij
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is the interatomic force exerted on atom i by atom j. In this work, static calculations are performed

at 0 K. Therefore only the first part contributes to the stress because the atomic velocities −→vi are

identically zero.

Method 2: Fitting strain energy density to strain

A second method is fitting the strain energy density to strain in the harmonic approximation (i.e.

Hooke’s law). The elastic constants are the second-order coefficients of the expansion of the energy

density U in the strain ε, as shown in Eq. 3.40.

The procedure is very similar as in method 1:

• Choose a strain −→ε (a)

• Deform the unit cell of the crystal according to Eq. 3.49

• Relax the atomic positions while holding the unit cell fixed

• Determine the total energy and divide this by the equilibrium volume

• Link U (a) and −→ε (a) to the potential energy corresponding with Hooke’s law in Eq. 3.40

• Repeat this, obtain a set of equations and extract the elastic constants in a least-squares way

The stress-based method is more efficient as each static calculation results in six equations, instead

of only one with the energy approach. The energy method is particularly interesting for highly

symmetric crystal structures, such as cubic [183] and tetragonal [184] ones, where only a limited

number of strains have to be applied. However, the energy method is more robust than the stress-

strain method, i.e. it is less prone to numerical errors. There exist schemes to extract the elastic

constants from total energy calculations [173], but they were not considered in this work.

3.4.4 Derived characteristics

Several other mechanical properties are based on the elastic constants. These properties character-

ize the elastic behavior of the material and it is much easier to extract them experimentally, which

allows for a direct validation of the computational results. Some of these results are compared in

Section 3.4.5.

The averaged or polycrystalline elastic properties such as the bulk modulus can be directly obtained

from the single-crystal elastic constants. Different averaging schemes are available. In the Voigt

scheme [185] the properties are calculated based on the stiffness tensor and assuming a uniform

strain. In the Reuss scheme [186] the compliance tensor S is used, i.e. the inverse of the stiffness

tensor, and uniform stress is assumed. The Hill scheme [187] works with the arithmetic mean of

the Voigt and Reuss values. Due to the often anisotropic elastic behavior of MOFs, the different

schemes can give very different values. The Voigt scheme presents an upper bound and the Reuss
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scheme a lower bound for the stiffness of a material.

In this work, the anisotropic elastic behavior is investigated as well. The anisotropic behavior can be

calculated using the Elastic Anisotropy Measures (ElAM) code developed by Marmier et al. [188].

This program only requires the elastic constants of the crystal structure. Several properties can be

calculated: Young’s modulus, linear compressibility, shear modulus and Poisson’s ratio. In addition,

the averaged values of these properties using the Voigt, Reuss and Hill scheme can be determined

and the directional dependence of the Young’s modulus, linear compressibility, shear modulus and

Poisson’s ratio can be visualized. The directional dependence of these properties is determined in

terms of the compliance tensor S. The formulas used for the tensorial analysis can be found in the

article by Marmier et al. [188].

Figure 3.11: Scheme of the directional elastic properties calculated in this work. Figure taken from Ref. [42].

Bulk modulus

The bulk modulus K is a measure of the material’s resistance to uniform compression or expansion.

It has the dimension of a pressure and can be seen as the pressure change required to realize a

relative volume change. It is formally defined as

K = −V dP

dV
= V

d2F

dV 2
(3.52)

with F the free energy.

A first method to directly estimate the value of the bulk modulus is to perform a series of calculations

where the volume is increased isotropically. Several equations of state (EOS) are available to obtain

a good fit from pressure versus volume or energy versus volume curves. Two examples are the

Birch-Murnaghan EOS (Eq. 3.53) [189]
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and the Rose-Vinet EOS (Eq. 3.54) [190]
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V0 is the equilibrium volume and B0 and B1 represent the bulk modulus and its first derivative with

respect to the pressure. For a cubic isotropic material such as MOF-5, one can straightforwardly

increase the volume of the unit cell and determine the pressure or energy for several volumes around

the equilibrium volume and fit it to an EOS. For an anisotropic material such as MIL-53, it is not

always clear how the volume changes. The lattice parameters could change in different ways such

that a static approach where one linearly increases the lattice parameters is not reliable. To solve

this one could instead apply a hydrostatic pressure and fully optimize the cell (both cell tensor

and atomic positions). In this way a pressure or energy versus volume fit can be obtained. With

canonical MD simulations at different volumes, it is possible to determine the bulk modulus at a

finite temperature by fitting the ensemble-averaged pressure or energy to the volume via an EOS.

The bulk modulus can also be determined from the elastic constants by assuming an isotropic

deformation in Hooke’s law 3.39. In the Voigt scheme it is defined as:

KV =

3∑

i,j=1

Cij
9

(3.55)

with Cij the elements of the stiffness tensor. In the Reuss scheme, the following formula can be

obtained:

KR =
3∑

i,j=1

1

Sij
(3.56)

with Sij the elements of the compliance tensor. In this work, the bulk modulus is calculated with

both approaches at 0 K.

In general, the direct approach (PV -fitting) is more accurate than using an averaging scheme with

the elastic constants, which is numerically less stable. As the bulk modulus is considered to be one

of the most important mechanical properties for practical applications of MOFs, the direct approach

is adopted here.

Linear compressibility

The linear compressibility β(−→u ) is a measure for the deformation in the −→u -direction under hydro-

static pressure. Ortiz et al. [42] showed extreme negative linear compressibility in certain directions

for flexible MOFs. When the material is subject to a positive hydrostatic pressure, it expands in

this direction.

Shear modulus

The shear modulus G describes the material’s response to shear stress and is one of the many aspects

related to the resistance to plastic deformation. Hydrostatic compressions and shear forces are the

two most common mechanical loadings on MOF powders in industrial applications [154]. The

bulk modulus and shear modulus are considered to be the most important mechanical properties
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representing the stability for applications. The averaged or polycrystalline shear modulus in the

Voigt scheme is given by:

GV =
C11 + C22 + C33 − (C12 + C13 + C23) + 3 (C44 + C55 + C66)

15
(3.57)

and in the Reuss scheme:

GR =
15

4 (S11 + S22 + S33 − S12 − S13 − S23) + 3 (S44 + S55 + S66)
(3.58)

In general, the shear modulus is anisotropic for a single crystal.

Young’s modulus

The Young’s modulus E is a measure of the uniaxial stiffness. It is defined as the ratio of the

normal stress to normal strain under unidirectional loading. The averaged or polycrystalline Young’s

modulus is given in both the Voigt and Reuss schemes by:

E =

(
1

3G
+

1

9K

)−1
(3.59)

The reciprocal Young’s modulus is a measure of the uniaxial compliance of the material. In general,

this property is anisotropic for a single crystal.

Poisson’s ratio

When a material is compressed in one direction, it tends to expand in the two directions perpen-

dicular to the direction of compression. The Poisson’s ratio ν is a measure of this effect.

In the Voigt and Reuss schemes its polycrystalline value is given by

ν =
1

2

(
1− 3G

3K +G

)
(3.60)

An isotropic material has a value around 1
3 . For systems dominated by central interatomic inter-

actions (e.g. ionic and van der Waals crystals) the Poisson’s ratio is close to 0.25. The numerical

limits are set by -1 and 0.5 for the isotropic Poisson’s ratio [191]. The anisotropic Poisson ratio

ν(−→u ,−→v ) is defined as the ratio of the transverse strain in direction −→v to the axial strain in direction
−→u , when uniaxial stress in the −→u direction is applied.

In some materials, when stretched in a certain direction, an expansion in the transverse direction is

observed. This counterintuitive behavior results in a negative Poisson’s ratio and is called auxetic

behavior. Looking at the anisotropic behavior of the Poisson ratio one can detect these special

directions. The link between Poisson’s ratio and the mechanical behavior of materials is extensively

described in a review by Greaves et al. [191].
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Born stability criterion

The Born stability criterion is equivalent to the condition that the elastic energy of Eq. 3.40 is

always positive for an infinitesimal strain different from zero. Mathematically, this is fulfilled when

all eigenvalues of the stiffness matrix C are positive, or equivalently, the stiffness matrix is posi-

tive definite. This condition is always checked for the materials in this work. The necessary and

sufficient conditions for elastic stability in the harmonic approximation in all crystal classes can be

found in a recent article by Mouhat and Coudert [159].

For a material with a cubic crystal structure, simple explicit formulas can be obtained for the Born

stability criterion:

C11 − C12 > 0, C44 > 0 and C11 + 2C12 > 0 (3.61)

One important remark about the stability must be made here. A recent study of the ZIFs by du

Bourg et al. [172] showed that many structures that were stable at 0 K were unstable even at low

temperatures like 77 K. The energy minima obtained at 0 K using DFT or force fields were often so

shallow that thermal motion at low temperatures allowed the system to escape. It was also shown

that by loading the framework with molecules, it could be stabilized and that this effect is due

to generic pore filling (even without interaction between the guest molecules and the framework).

In this work the mechanical stability is studied at 0 K and its predictive power is thus inevitably

limited.

Indicator of framework flexibility

Framework flexibility is one of the most important features of MOFs. It has received much attention

during the past years. It is therefore interesting to develop a procedure for the computational pre-

diction of flexible MOFs. In-depth investigations of the mechanism of flexibility for certain MOFs

are already available in the literature, but methods to perform a rapid screening of flexible MOFs

are rather rare.

A possible method was proposed by Sarkisov et al. [192], which is solely based on the crystal topol-

ogy. The approach of Sarkisov et al. simplifies a MOF to two relatively rigid elements, the metal

oxide cluster and the organic linker, connected with each other through hinges. To determine flex-

ibility in a reliable manner, the connection between both components must be well described. An

accurate determination of the dihedral force constants corresponding with the movements between

linker and metal oxide cluster is hence a prerequisite in this thesis to obtain a reliable force field.

Sarkisov et al. validated their method by comparing with the flexible or rigid character of experi-

mentally known structures. Many flexible MOFs were also identified by looking at a small subset

of the hypothetical MOF database constructed by Wilmer et al. [32].

In this work, the ideas of Ortiz et al. [42] will be adopted. Ortiz et al. suggested to look at



3.4. Mechanical Properties 102

the anisotropic elastic properties obtainable from the stiffness tensor as a predictor for framework

flexibility. The anisotropy factor AX of property X (such as the Young’s modulus and shear

modulus)

AX =
Xmax

Xmin
(3.62)

is two orders of magnitude larger for known flexible materials than for known rigid materials.

The framework flexibility of MIL-53 is already well-known [12, 104], but only very recently the

predicted anomalous negative linear compressibility was experimentally observed by Serra-Crespo

et al. [193]. MIL-47 was experimentally shown to exhibit breathing behavior under mechanical

pressure [92] and DMOF-1 is also known to be flexible [118]. Ortiz et al. [42] showed that in these

flexible MOFs, the stiff directions with high Young’s modulus correspond to the organic linkers or

inorganic chains. However, this is not always the case, as demonstrated experimentally by Tan et

al. [194]. The direction with relatively low Young’s modulus corresponded to the breathing mode

of the flexible MOF. These MOFs thus had a high AE factor ∼100 compared with ∼1 for ZIF-8

and MOF-5. Moreover, these flexible MOFs not only had a high anisotropy factor; their absolute

minimal value for the Young’s modulus was also much lower than for rigid MOFs. The authors

therefore concluded that the Young’s modulus is a good indicator for framework flexibility. Anal-

ogous conclusions could be drawn for the shear modulus. Here too, a vast difference between the

flexible and nonflexible MOFs with respect to their absolute minimal shear modulus and AG value

exists. The anisotropy of the linear compressibility was also investigated. Ortiz et al. [42] showed

that negative linear compressibility, expansion along a certain direction under isostatic pressure, is

sometimes present in flexible MOFs. However, that this is not always the case, was shown for the

flexible DMOF-1 framework. This is due to symmetry reasons; isostatic pressure cannot trigger the

breathing of the framework in this case. The conclusion then was that an extreme negative linear

compressibility is a sufficient condition for framework flexibility, but not a necessary one.

In a further study by the same authors [166] the results obtained for MIL-53(Al) and MIL-47

were discussed into more detail. From the values of the directional dependent Young’s modulus,

it could be seen that the Al-O-Al chain (61 GPa) in MIL-53(Al) was stiffer than the V-O-V chain

(38 GPa) in MIL-47, while the Young’s modulus along the organic linkers (in both MOFs 1,4-

benzenedicarboxylate (BDC)) was approximately the same (94.7 GPa versus 96.6 GPa). According

to the authors this indicated that the metal-organic coordination played little role in this direction.

All together, the elastic properties and directional dependence were very similar for both MOFs,

indicating that the framework topology rather than the chemical properties determines the mechan-

ical properties as was stated before.

Ortiz and co-workers repeated their detailed study of anisotropic elastic properties for several other

MOFs [166–168]. These studies prove that the anisotropic elastic properties are good predictors

for framework flexibility. Further validation is then required by experimental and/or theoretical
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studies. This, however, is not the aim of this work. Here, possible flexible materials are identified

by the determination of the anisotropic elastic behavior as well, but further in-depth investigations

are beyond the scope of this thesis. Nevertheless, the force fields generated in the context of this

work can be used to perform these more detailed studies.

In contrast with the method developed by Sarkisov et al. [192] this work does not test the flexibility

of MOFs with an automated procedure. Instead, after obtaining the stiffness tensor, ElAM [188] is

used for further analysis. The anisotropy factors AX of the shear modulus and the Young’s modulus

are determined and rare properties such as a negative Poisson ratio or linear compressibility will be

highlighted.

3.4.5 Validation of the methodology

To validate our methodology, several case studies were carried out. The values obtained with

the newly derived force fields are compared to published results, and the different methodologies to

derive elastic constants (stress versus strain and energy versus strain) are evaluated. The sensitivity

on the choice of force field, the van der Waals parameters and the rigidity of the materials are studied

as well and finally, the accuracy of the predictor of framework flexibility is discussed.

Sensitivity on the method to calculate elastic constants

Two methods for the calculation of the elastic constants are used in this work, which ideally should

give the same results. This is verified for two different materials, MOF-5 and MIL-53(Al). MOF-5

has a cubic symmetry with only three independent elastic constants, while the second MOF is the

flexible MIL-53(Al). This last material has a tetragonal crystal structure in the large pore with nine

independent elastic constants. The different strains applied in the energy-strain method are those

proposed by Ravindran et al. [184] for a tetragonal crystal structure. Each strain is varied in 21

steps between -0.02 and 0.02. The stress-strain method uses the linearly independent strains in the

strain space, as discussed in Section 3.4.3, and no symmetry constraints were applied in the fitting

procedure. This is justified as all other elastic constants, which should be zero due to symmetry

reasons, are found to be < 0.1.

In Table 3.6 the results are listed. All results in this table were obtained using the force fields of

Ref. [67]. The results obtained with the two methodologies are in good agreement and it can be

concluded that both are equally applicable for the determination of the elastic constants. From now

on, only the stress-strain method will be used, as this method allows to easily calculate the stiffness

tensor for low-symmetry crystals.

In Section 3.4.4, the calculation of the bulk modulus was discussed. The Voigt, Reuss and Hill

values are calculated with the elastic constants obtained via the stress-strain method and are shown

in Table 3.7. In the direct approach, the simulated pressure versus volume data are fitted via an

EOS (Eqs. 3.53, 3.54). This data is obtained by performing a series of calculations at 0 K where a
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hydrostatic pressure is applied. For each applied pressure, the equilibrium volume is obtained. Two

examples of P (V ) fits are shown in Figure 3.12 for MOF-5 and IRMOF-8. In Figure 3.12 (left) can

be seen that both EOS are able to reproduce the simulated behavior of MOF-5. This is not the

case for IRMOF-8, for which only the Rose-Vinet fit shows a good agreement with the simulation

as is illustrated in Figure 3.12 (right). These examples show that the Rose-Vinet EOS is better for

describing strongly anharmonic behavior, which is common in MOFs.

Table 3.6: Comparison of the Cij [GPa] for MOF-5 and MIL-53(Al) obtained via both methods. The
relative difference is calculated as (Css − Ces)/Ces (ss = stress-strain, es = energy-strain).

Method C11 C22 C33 C12 C13 C23 C44 C55 C66

MOF-5 Stress-Strain 18.18 7.65 0.47
Energy-Strain 18.18 7.70 0.48
Difference [%] 0.0 -0.6 -1.9

MIL-53(Al) Stress-Strain 39.92 32.64 20.29 7.26 28.07 5.25 4.28 29.57 5.55
Energy-Strain 39.46 32.24 20.15 6.80 28.87 4.95 4.12 29.45 5.46
Difference [%] 1.1 1.2 0.7 6.8 -2.8 6.1 3.9 0.4 1.6

Figure 3.12: P (V ) fit to simulation results for two MOFs.

Table 3.7: Bulk moduli of MOF-5 at 0 K: comparison of methodologies.

Method Detail K [GPa]

This work Fitting pressure to volume 10.19

This work Voigt 10.19

This work Reuss 0.01

This work Hill 5.10
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When calculating the bulk modulus K from the elastic constants, large fluctuations can be observed

among the different averaging schemes, as shown in Table 3.7. In this case, rather coincidental, the

Voigt modulus is the same as via the direct approach. In contrast, the Reuss bulk modulus is

practically zero. The Hill bulk modulus is in between both results, as it is the arithmetic mean. In

general, the direct approach (PV -fitting) is more accurate and will be used in the remainder of this

work.

Sensitivity on the choice of force field

MOF-5

The elastic constants obtained via the force fields derived by the group of Schmid [61, 64] and

force fields generated with QuickFF are compared. The results are tabulated in Table 3.8. The

published elastic constants by Tafipolsky et al. [61] are shown on the first row. In the second row the

MOF-FF force field [64] is used to calculate the elastic constants with the developed stress-strain

method. The last rows show results obtained via force fields derived with QuickFF. The MOF-FF

and QuickFF [67] force field (fourth row) are derived on the same ab initio input data and the

nonbonded interactions are exactly the same.

Table 3.8: A comparison of the elastic constants of MOF-5 obtained via force fields generated by the group
of Schmid [61,64] and force fields generated with QuickFF.

Force field C11 [GPa] C12 [GPa] C44 [GPa]

Tafipolsky et al. [61] 25.3 8.9 2.3

Bureekaew et al. [64] (MOF-FF) 28.1 6.8 0.9

Vanduyfhuys et al. [67] (QuickFF) 18.2 7.6 0.5

This work, harmonic 17.5 6.5 0.4

This work, anharmonic 16.5 6.0 0.4

A difference in C11 is observed. In MOF-5, this elastic constant is a measure of the bond strength

along the organic linker, which thus seems to be lower for the QuickFF force field. The bond

strength is mainly determined by the covalent bond and bend potential terms and there are some

differences between the MOF-FF and QuickFF force fields. A first difference is that QuickFF

describes these covalent interactions with harmonic terms, while MOF-FF contains anharmonic

contributions. However, when the same contributions are added in the QuickFF force field, the

results in the last row are obtained, indicating a further softening of the material. Another differ-

ence is the fitting procedure, which in QuickFF is designed to minimize the correlations between

the different terms, while this is not the case for MOF-FF. That is why the latter requires cross-

terms, which are not included in QuickFF. The absolute differences are smaller for the other two

elastic constants, but the low C44 is also significantly underestimated with QuickFF, as compared

to MOF-FF. As this quantity is responsible for the weak resistance against shear deformation of

MOF-5, it can be expected that the structure is much less rigid with the QuickFF force field.
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Note that the differences between the elastic constants derived via the energy-strain and stress-

strain relations are much smaller than the differences between the QuickFF and MOF-FF force

field.

MIL-53(Al)

For MIL-53(Al), two ab initio force fields were derived by Vanduyfhuys et al. [14, 67], where the

second force field was derived using QuickFF. In this work, a third force field is added, also derived

via QuickFF, but with different ab initio input data. The two force fields generated with QuickFF

result in the same values, as can be seen in Table 3.9. Negative values for C12 and C23 are revealed

with the force field of Ref. [14]. To make sure that this is not due to a fitting deficiency in the

stress-strain method, the calculations were repeated via the energy-strain method. However, the

same results were obtained. Overall there is a reasonable agreement between the values obtained

with the different force fields, especially between the two QuickFF force fields. The largest difference

is C22, which represents the strength along the metal oxide chain. This is strongly correlated with

the force constant of the Al-Ohy bond stretch, which is shown in Table 3.10. The Born criterion is

checked to determine whether this material is mechanically stable, according to these force fields.

In Table 3.10 the six eigenvalues of the stiffness tensor are shown for the three force fields. All these

eigenvalues are positive implying that the material is stable. It is thus no problem that there are

some negative elastic constants.

Table 3.9: Comparison of the Cij [GPa] for MIL-53(Al) calculated with different force fields.

Force field C11 C22 C33 C12 C13 C23 C44 C55 C66

Vanduyfhuys et al. [14] 44.6 25.2 17.1 -0.5 27.0 -1.3 2.7 30.7 4.7

Vanduyfhuys et al. [67] (QuickFF) 39.9 32.6 20.3 7.3 28.1 5.2 4.3 29.6 5.5

This work 42.5 19.1 20.1 5.7 29.0 2.5 3.9 26.6 5.3

Table 3.10: Force constant K of Al-Ohy bond stretch and eigenvalues of the stiffness tensor of MIL-53(Al)
according to three different force fields.

Force field K [kJ/(mol · Å2)] λ1 λ2 λ3 λ4 λ5 λ6

Vanduyfhuys et al. [14] 1738 61.2 30.7 25.2 4.7 2.7 0.4

Vanduyfhuys et al. [67] (QuickFF) 2073 62.5 30.0 29.6 5.5 4.3 0.4

This work 876 63.3 29.6 18.3 5.3 3.8 0.1

Sensitivity on the van der Waals parameters

Ortiz et al. [42] and Tan et al. [119] found that the dispersion correction in DFT has a negligible

influence on the elastic constants obtained via ab initio calculations. In Chapter 2 it was shown
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that a uniform rescaling of the van der Waals parameters, the depth ε and the van der Waals radius

σ, has a large influence on the energy along the breathing profile. One could wonder how much

influence these force-field parameters have on the elastic constants. In many cases it is not clear

what these rescaling parameters have to be as there is no experimental information available. It

would be a serious limitation if a large sensitivity is detected. To comment on this, a case study

is made on three different materials: the rigid MOF-5, the large pore MIL-47 and the narrow pore

MIL-53(Al).

(a) (b)

Figure 3.13: Influence of the rescaling of the van der Waals parameters on the bulk modulus (left) and the
elastic constants (right) of MOF-5 at 0 K. ε rescaling parameter is varied along the horizontal
axis, while the σ rescaling parameter is indicated in the legend (only shown in the left pane).

MOF-5

In Figure 3.13, the simulated values for the bulk modulus and elastic constants are presented. The

ε rescaling parameter is varied along the horizontal axis and the σ rescaling parameter is indicated

in the legend. It is quite satisfying to see that both properties are relatively independent of the van

der Waals parameters. Increasing the σ rescaling parameter from 0.8 to 1.2 results in an increase of

the bulk modulus of less than 1 GPa, while the lattice parameters vary between 26.08 Å (σ = 0.8)

and 26.33 Å (σ = 1.2). This is small compared to the range of values that has been published in

the literature (see further in Table 3.12 on page 110). That there is some influence does not need

to surprise as by increasing σ, the van der Waals radius of the atom is increased, making it harder

to compress the material. In Figure 3.13b the elastic constants are shown. MOF-5 has only three

independent elastic constants. It can be seen that the elastic constants are rather insensitive to

the van der Waals parameters (e.g. C11 varies in a range of 0.8 GPa). From these results it can be

concluded that for a rigid MOF such as MOF-5, the mechanical properties are rather insensitive

towards the van der Waals parameters.

MIL-47 and MIL-53 np

In Chapter 2 the influence of the van der Waals parameters on the breathing profile was shown



3.4. Mechanical Properties 108

for the flexible MIL-53(Al). The relative stability and shape was found to be strongly sensitive on

these parameters. As the bulk modulus is the second derivative of the energy to the volume divided

through the equilibrium volume, one can expect that especially this property will vary a lot. This is

indeed verified in Figure 3.14 for the lp structure of the flexible MIL-47, for which the bulk modulus

varies between 1-10 GPa. The experimental bulk modulus has not been published for MIL-47, but

for the isostructural large pore MIL-53(Cr) a value of 2.0 GPa at 300 K was found [100]. The bulk

modulus of MIL-47 can be extracted from the simulated P (V )-profile at 300 K, which was discussed

in Chapter 2 (see Figure 2.23). The obtained value is 2.75 GPa, which is in a good agreement with

the experimental value for MIL-53(Cr).

(a) (b)

Figure 3.14: Influence of the rescaling of the van der Waals parameters on the bulk modulus (left) and the
elastic constants (right) of MIL-47 at 0 K. ε rescaling parameter is varied along the horizontal
axis, while the σ rescaling parameter is indicated in the legend (only shown in the left pane).

In Figure 3.14b the sensitivity of the elastic constants is shown. MIL-47 has an orthorhombic sym-

metry, with nine independent elastic constants. Here only four of them are shown, although the

conclusions stay the same. The C11 and C33 values change much more than the others. This can

be explained by looking at the unit cell shape and the influence of the van der Waals interactions.

By rescaling the van der Waals parameters, the interdiagonal angle θ of the unit cell varies and the

shape of the pore changes. When the pore contracts (θ decreases), it becomes harder to change

the long diagonal, i.e. the a-axis (C11 increases) and easier to change the short diagonal, i.e. the

c-axis (C33 decreases). Increasing the ε and σ rescaling parameters in the range shown in the figure

results in a decrease of the interdiagonal angle (or thus contraction of the pore) from 84◦ to 78◦.

The elastic constants are mainly a measure of the chemical bond strength and in a force field this is

mostly covered by the bond distance potential terms. When the interdiagonal angle decreases, the

organic linkers become more and more aligned along the a-axis. The effect on the bond distances

when elongating (or straining) the material along this axis becomes increasingly larger when the

interdiagonal angle is smaller and thus it will cost more energy. The result is an increase of C11

(and a corresponding decrease of C33). Off course, the bend Oca-M-Oca will also play a role, but
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the force constant of this term is a factor 10 lower than the force constants of the bonds.

The observed sensitivity of the bulk modulus of MIL-53(Al) np (not shown) is less than is the case

for MIL-47. A smaller range of bulk moduli between 2.1 GPa and 4.5 GPa is found, but the values

are less predictable. While the bulk modulus of MIL-47 shows clear trends in function of ε and σ,

this is not the case for the narrow pore of MIL-53(Al). This can be explained by the fact that while

the interdiagonal angle and relative stability of the narrow pore change drastically under influence

of the van der Waals parameters, the curvature of the energy profile in this np remains more or

less the same (see Figure 2.17 in Chapter 2). The narrow pore of MIL-53(Al) is described by a

triclinic crystal system with 21 independent elastic constants. The results are not shown, but also

here the conclusions remain the same as for MIL-47. Especially C11 varies a lot in function of the

σ scale (values in the range of 115-160 GPa when decreasing the σ scale), while the constants are

insensitive to the ε scale. As was noted in Chapter 2 (see Figure 2.17), the influence of increasing σ

on the breathing profile is an increase of the interdiagonal angle of the narrow pore and a decrease

of the interdiagonal angle of the large pore. As the interdiagonal angle increases, the pore opens

and the organic linkers are less aligned with the a-axis, hence decreasing C11. The large value of

C11 of the narrow pore compared to the large pore of MIL-47 is a further confirmation of this idea;

in the narrow pore the a-axis lies nearly parallel with the BDC-linker, so that a strain along this

axis results in a direct increase of the bond distances.

The conclusion is that the chemical bond strength itself is insensitive to the long-range van der

Waals interactions (see MOF-5), but as the cell shape changes, the effect of certain strains on the

bond distances grows larger. As this is the most energetically costly term in the force field, the

elastic constants change due to the way they are defined and measured. The problem with this

sensitivity is the limited predictive power of our simulated values. For the set of different linkers,

no experimental or theoretical data is available for a fine-tuning of the van der Waals scale. As the

calculated bulk modulus varies in a range of 1-10 GPa such as for MIL-47, this is the accuracy that

one can expect from the force field.

Sensitivity on the rigidity of the materials

Rigid MOFs: MOF-5, HKUST-1 and ZIF-8

In Table 3.11, an overview is presented of the elastic constants of MOF-5 as found in literature.

As was mentioned in Section 3.4.2, a low C44 compared to the other independent elastic constants

is in general found. The twisting of the organic linkers is responsible for this [162]. Tafipolsky

and Schmid [61] produce with their force field comparable values to the ab initio elastic constants,

while Han and Goddard [142] deviate a lot from the others. This is probably due to the fact that

they use a generic force field (DREIDING [49]), which is not ideally suited to describe MOFs. The

values obtained with the newly derived force field in this work clearly differ from the other published

results. The three elastic constants are underestimated. On the one hand, Tafipolsky et al. [61]

illustrated that it is possible to obtain similar values as the DFT results with an ab initio force field.
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On the other hand, Bahr et al. [91] showed that the C44 is sensitive to the used theoretical method

(LDA versus GGA). However, the C44 obtained in this work is a factor 3-4 smaller. The C11 of

MOF-5 is a direct measure for the bond strength along the organic linker. Compared to MOF-FF,

an underestimation was found. In Table 3.11, it can be seen that the DFT values are even higher

than the force field values. An underestimation on the order of 35% is found.

Table 3.11: Comparison of the Cij [GPa] for MOF-5 at 0 K.

Theoretical C11 [GPa] C12 [GPa] C44 [GPa] a0 [Å]

This work FF 17.50 6.53 0.45 26.13

Mattesini et al. [163] DFT, LDA 21.52 14.77 7.54 25.89

Zhou and Yildirim [162] DFT, LDA 29.42 12.56 1.16 25.58

Samanta et al. [164] DFT, LDA 29.2 13.1 1.4 25.64

Bahr et al. [91] DFT, LDA 28.5 12.1 1.7 25.59

Bahr et al. [91] DFT, GGA 27.8 10.6 3.6 26.04

Han and Goddard [142] FF (MD, 10 K) 44.53 6.79 1.82 /

Tafipolsky and Schmid [61] FF 25.3 8.9 2.3 26.04

Table 3.12: Bulk moduli of MOF-5 at 0 K: overview of results.

Method K [GPa]

This work FF 10.19

Zhou and Yildirim [162] DFT, LDA 18.2

Mattesini et al. [163] DFT, LDA 17.02

Samanta et al. [164] DFT, LDA 18.5

Bahr et al. [91] DFT, LDA 17.6

Bahr et al. [91] DFT, GGA 16.3

Kuc et al. [165] DFTB 8.70

Han and Goddard [142] FF, MD at 10 K 19.37

Greathouse and Allendorf [54] FF 20

Tafipolsky and Schmid [61] FF 14.4

Bristow et al. [59] FF 11.95

In Table 3.12, the published bulk moduli are listed. The DFT values are quite consistent with values

ranging between 16.3 GPa and 18.2 GPa. The range of the force field results is larger (11.95-20

GPa). The value obtained in this work is again underestimated. Only the value obtained by Kuc et
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al. [165] with Density-Functional-based Tight-Binding (DFTB) is lower. From all the results shown

for MOF-5 (elastic constants and bulk moduli), it can only be concluded that the bond strength

obtained with the new force field is lower than for other theoretical methods.

The same results are obtained for HKUST-1. However, not as much data is available as is the

case for MOF-5. In Table 3.13, some results are shown. The experimental bulk modulus obtained

by Chapman et al. [195] is well reproduced by the force fields of Tafipolsky and Schmid [61] and

Bristow et al. [59]. The ab initio calculations of Wu et al. [154] also show a good agreement. In

contrast, the bulk modulus obtained in this work is almost 10 to 15 GPa lower. HKUST-1 has a

cubic crystal structure and hence only three independent elastic constants. Wu et al. [154] obtained

a rather small C44, compared to the other elastic constants, which is not the case for Tafipolsky

et al. The values determined in this work are definitely lower than the force field by Tafipolsky et

al., comparable to the trend seen when comparing the MOF-FF force field [64] with our results for

MOF-5.

Table 3.13: Comparison of the Cij [GPa] for HKUST-1.

Method C11 [GPa] C12 [GPa] C44 [GPa] K [GPa]

This work FF 15.80 13.21 5.09 14.26

Wu et al. [154] DFT, PBE 25.92 23.84 4.41 24.53

Tafipolsky et al. [63] FF ≈ 19 ≈ 15 13 25

Chapman et al. [195] Exp. / / / 30.7(5)

Bristow et al. [59] FF, MD at 1 K / / / 25.05

Another rigid MOF is ZIF-8. It has a cubic crystal structure and thus only three independent elastic

constants. For this structure, experimental and theoretical elastic constants have been published

by Tan et al. [119]. In this case, the force field shows a good agreement with the theoretical and

experimental results, as seen in Table 3.14.

Flexible MOFs: MIL-53(Al), MIL-53(Ga), MIL-47 and DMOF-1

To date, there is not much data available on the elastic constants of flexible MOFs. Ortiz et al. [42]

published some results obtained using periodic DFT calculations and these values are tabulated in

Table 3.15. The considered structures were MIL-53(Al), MIL-53(Ga), MIL-47 and DMOF-1. For

all these MOFs ab initio force fields were derived in this work. One can immediately see that the

values obtained with the force field differ a lot from the DFT values. The procentual differences

are indicated in the table. In previous sections, it was shown that the elastic constants and bulk

modulus of MOF-5 and HKUST-1 are underestimated compared to other published results. Here

the same trend is observed, but an even larger deviation is noted.
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Table 3.14: Comparison of the Cij [GPa] for ZIF-8.

Method C11 [GPa] C12 [GPa] C44 [GPa] a0 [Å]

This work FF (0 K) 9.38 7.34 0.74 17.128

Tan [119] B3LYP (0 K) 11.04 8.33 0.94 17.348

Tan [119] B3LYP-D (0 K) 11.03 8.43 0.73 17.063

Tan [119] PBE (0 K) 10.14 8.00 0.78 17.261

Tan [119] HF (0 K) 10.17 9.29 1.36 17.455

Tan [119] Exp. (295 K) 9.52 6.86 0.97 16.992

Table 3.15: Comparison of the elastic constants Cij [GPa] with the results obtained by Ortiz et al. [42].
The procentual error, determined as (X −Xortiz)/Xortiz, is also given.

C11 C22 C33 C12 C13 C23 C44 C55 C66

MIL-53(Al) lp 42.53 19.06 20.13 5.74 29.04 2.53 3.85 26.64 5.33
MIL-53(Al) lp [42] 90.85 65.56 33.33 20.41 54.28 12.36 7.24 39.52 8.27
MIL-53(Al) lp [%] -53.1 -71.2 -39.6 -71.9 -46.5 -79.5 -46.8 -32.6 -35.6

MIL-53(Ga) lp 43.30 16.04 15.10 5.88 24.36 2.36 3.22 25.11 5.29
MIL-53(Ga) lp [42] 112.32 56.66 18.52 22.87 45.35 10.86 5.48 21.71 6.64
MIL-53(Ga) lp [%] -61.4 -71.7 -18.5 -74.3 -46.3 -78.3 -41.2 +15.7 -20.3

MIL-47 44.40 9.87 21.98 7.85 30.49 5.42 3.64 30.57 5.08
MIL-47 [42] 62.60 40.69 36.15 12.58 46.98 9.28 7.76 50.83 9.30
MIL-47 [%] -29.1 -75.7 -39.2 -37.6 -35.1 -41.6 -53.1 -39.9 -45.8

DMOF-1 39.23 23.40 39.96 3.75 1.01 3.80 2.15 0.37 2.16
DMOF-1 [42] 58.20 35.33 58.45 7.32 11.68 7.55 0.444 0.112 0.284
DMOF-1 [%] -32.6 -33.8 -31.6 -48.8 -91.4 -71.5 +384.2 +70.0 +660.5

The elastic constants are strongly determined by the chemical bonds and less by the long-range

interactions. As the covalent interactions model the chemical bonds in the force field, these could

be seen as the main reason for the large deviations. In an orthorhombic unit cell, the Cii represents

the curvature of the energy versus strain along the i-th crystallographic axis (i = 1, 2, 3) or thus the

ease with which it can be deformed along this axis. The largest underestimation (≈ 70%) compared

to the values of Ortiz et al. [42] is found for the C22 parameter in the case of MIL-53(Al), MIL-

53(Ga) and MIL-47. This is not a surprise considering the unit cell and the idea that the chemical

bond strength is underestimated. C22 is calculated along the 1D chain (b-axis) and it is thus nearly

a direct measure for the chemical bond strength of M-Oca. In the case of MIL-47 a double well

potential was proposed to describe the asymmetric V-O bond distance along the chain. It is in

some way reassuring that the underestimation of the strength along the metal chain is similar to

the one of MIL-53, indicating that the same relative strength is included in the framework. The

deviations of C11 and C33 are hard to interpret as they strongly dependend on the unit cell shape as
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mentioned in the paragraph on the sensitivity of the van der Waals parameters. DMOF-1 breathes

upon guest adsorption, but does not show flexibility without guests [118]. The crystal axes of the

unit cell lay along the organic linkers (BDC, DABCO). In other words, the Cii (i=1,2,3) are again a

measure for the chemical bond strength. Compared to the values of Ortiz et al. an underestimation

of 30% is found in all cases. This is comparable with the underestimation of ≈ 35% of C11 along

the BDC linker in MOF-5. Large deviations for DMOF-1 are also found for Cjj (j = 4, 5, 6), where

the values of Ortiz et al. are very small.

Overall, it can be concluded that there is an underestimation of the force constants of flexible MOFs.

The values obtained for C22 for MIL-53 and MIL-47, and the Cii (i = 1, 2, 3) of DMOF-1 seem to

point towards a systematic underestimation. It is, however, hard to detect the origin solely based

on the elastic constants. The elastic constants different from the Cii were not discussed, as here a

complex interplay from various covalent terms is responsible for the difference.

Table 3.16: Comparison of the anisotropic elastic behavior of well-known MOFs.

Emin [GPa] Emax [GPa] AE Gmin [GPa] Gmax [GPa] AG

MIL-53(Al) lp 0.21 59.89 285 0.07 29.64 423
MIL-53(Al) lp [42] 0.90 94.7 105 0.35 39.5 112

MIL-53(Ga) lp 1.33 52.61 40 0.53 25.11 47
MIL-53(Ga) lp [42] 0.16 69.7 444 0.08 21.7 270

MIL-47 1.03 58.99 57 0.36 30.56 85
MIL-47 [42] 0.9 96.6 108 0.29 50.8 175

DMOF-1 1.22 39.34 32 0.33 19.30 58
DMOF-1 [42] 0.45 55 123 0.11 18.4 165

MOF-5 1.32 13.94 11 0.45 5.48 12
MOF-5 [42,91] 9.5 19.7 2.1 3.4 7.5 2.2

ZIF-8 2.15 2.93 1.36 0.74 1.02 1.38
ZIF-8 [42,119] 2.7 3.9 1.4 0.94 1.4 1.4

HKUST-1 3.77 13.62 3.62 1.00 5.09 5.09

Accuracy of the framework flexibility predictors

In the previous paragraphs, a large underestimation of the elastic constants was noted, but the

question is whether this has as large influence on the derived characteristics such as framework

flexibility. In this paragraph, a comparison is made of the anisotropic elastic behavior of the well-

known MOFs with the results obtained by Ortiz et al. [42] by considering the anisotropy factors of

Eq. 3.62. The minimal, maximal and anisotropy factors of the Young modulus and shear modulus

are shown in Table 3.16. It is obvious that the minimal and maximal values strongly differ from the

values obtained by Ortiz et al. This is not a surprise since these quantities are strongly sensitive

on the elastic constants, which were also strongly different. However, a trend, pointing towards
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a systematic deviation, seems to be absent. The anisotropy factors are somewhat more similar.

The rigid materials HKUST-1 and ZIF-8 have anisotropy factors of at most 5, while the flexible

materials have values larger than 30. MOF-5 on the other hand, has anisotropy factors of 10, which

can be explained by the very low C44 predicted with the force field.

In Table 3.17, the two other properties considered by Ortiz et al. are compared. Ortiz et al. only

published the linear compressibilities along the crystal axes, instead of the maximum and minimum

values displayed in this work. These results look much more promising. There is a very clear

difference in ∆β = βmax − βmin between the rigid and flexible MOFs. Ortiz et al. also pointed

out that especially the extreme negative linear compressibility indicates flexibility. However, due

to symmetry reasons, this is sometimes not present. In a cubic crystal symmetry (MOF-5, ZIF-8,

HKUST-1) the linear compressibility is isotropic. A large range in linear compressibility is hence

a sufficient condition for flexibility, but not a necessary one. A clear separation of the Poisson

ratio is not found between flexible and rigid materials. For example, while HKUST-1 shows low

anisotropy factors, it displays an anomalous negative Poisson ratio. The Poisson ratio is thus not a

good predictor for framework flexibility.

In Table 3.18, the smallest eigenvalue of the stiffness tensor of each MOF is listed. Ortiz et al. [166]

suggested that this also could be a good predictor. This is not the case for the results obtained in

this work. For example, ZIF-8, which reproduced very well the ab initio and experimental elastic

constants of Tan et al. [119], has a smaller eigenvalue than MIL-53(Ga), which is supposed to be

very flexible.

Table 3.17: Comparison of the anisotropic elastic behavior of the linear compressibility β and Poisson’s
ratio ν for some well-known MOFs.

βmin [TPa−1] βmax [TPa−1] ∆β [TPa−1] νmin νmax

MIL-53(Al) lp -1255 1836 3091 -4.43 4.31
MIL-53(Al) lp [42] / / / -2.4 1.9

MIL-53(Ga) lp -196 370 566 -0.86 1.90
MIL-53(Ga) lp [42] / / / -6.2 2.9

MIL-47 -201 303 504 -0.87 1.79
MIL-47 [42] / / / -1.5 2.2

DMOF-1 -40 87 127 -0.43 1.29
DMOF-1 [42] / / / 0.00 1.0

MOF-5 32.72 32.72 0.00 0.03 0.91
MOF-5 [42,91] / / / 0.03 0.67

ZIF-8 41.04 42.18 1.14 0.35 0.56
ZIF-8 [42,119] / / / 0.33 0.57

HKUST-1 23.68 23.69 0.01 -0.19 1.00
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Table 3.18: Smallest eigenvalue of the stiffness tensor of well-known MOFs.

MIL-53(Al) MIL-53(Ga) MIL-47 DMOF-1 MOF-5 ZIF-8 HKUST-1

0.14 0.99 0.70 0.33 0.45 0.74 2.59

Conclusion

In this section, the methodology was validated. First, a direct comparison was made between the

elastic constants obtained with the stress versus strain method and the energy versus strain method.

The results indicated that both methods produce the same elastic constants, however, the stress-

strain method is easier applicable in the case of low-symmetry crystals. For the remainder of this

work, this method is used.

Second, the sensitivity of the elastic constants on the force field was tested. While the elastic

constants obtained with the QuickFF force fields were quite similar, some differences were noted

with MOF-FF [64]. When comparing the elastic constants and bulk moduli of rigid and flexible

MOFs with theoretical and experimental results, it can only be concluded that the new ab initio

derived force fields underestimate these quantities. This indicates that the covalent interactions,

representing the chemical bonds, are weaker than in other theoretical results. This was also noted

in the comparison of the values of the thermal expansion coefficients. Here, an overestimation of

roughly a factor three was found compared to the literature. The materials are thus more easily

deformed under mechanical and thermal stress.

The underestimation is however not systematic for the elastic constants. For the rigid MOFs,

HKUST-1 and MOF-5, there is a clear underestimation of both bulk moduli and elastic constants

compared to DFT and other force field results. ZIF-8 on the other hand, shows a very good agree-

ment with the experimental and theoretical results. A remarkable result is the underestimation of

the elastic constants along the BDC organic linker for MOF-5 (C11) and DMOF-1 (C11, C33) with

30%, while a 70% underestimation is found along the 1D metal chain in MIL-53(Al), MIL-53(Ga)

and MIL-47. The other elastic constants are more difficult to interpret as they are strongly sensitive

to various covalent interactions. To understand these effects, a more systematic study should be

carried out. In this work, it is an inevitable limitation.

The numerical values of the framework flexibility indicators deviate from the calculations of Ortiz

et al. [42] and there does not seem to be a systematic trend. However, there is still at least a factor

three difference between the rigid and the flexible MOFs in the anisotropy factors, which enables

the further use of this method. The extreme negative linear compressibility for flexible materials

also showed to be very different for flexible and rigid MOFs and can be used as a sufficient condi-

tion. In contrast, the Poisson ratio and smallest eigenvalue are found not to be good predictors for

framework flexibility.



Chapter 4

Extending the search space

In Chapter 2, force fields were generated for a limited set of well-known MOFs. The validation of

Chapter 3 proved that the methodology leads to good results. In this chapter, we will again apply

this methodology to derive force fields for and characterize an extended set of MOFs. Parameters

were derived for different organic linkers, which were subsequently combined with the validated

inorganic parts of MOF-5, MIL-47 and MIL-53. The model systems used for these new linkers were

inspired by the previously proposed organic linker cluster models. The organic linkers were taken

from the Hypothetical Metal-Organic Frameworks database of Wilmer et al. [32] and those that

were studied are presented in Figure 4.11 on page 129. Eight different functional groups (CH3,

OCH3, OH, CN, NH2, Br, Cl, F) were also considered and they were used to functionalize the BDC

linkers. In this chapter, textural, thermal and mechanical properties are compared for an extended

set containing the IRMOF series, MIL-53 family, the MIL-47 family and the HKUST-1 family.

4.1 The IRMOF series

In this section, the results obtained for MOF-5 with different functional groups as well as some other

linkers are discussed. Eight different functionalized groups were studied as mentioned above, but

only five of them gave a reliable measure for the thermal expansion coefficient. With Br, CN and

CH3, the framework collapsed due to the large pressure fluctuations in the NPT simulations. The

simulated temperature dependence of the volume (at 1 bar) is illustrated in Figure 4.2 for MOF-5,

MOF-5-F and MOF-5-Cl. An increase of 30% in thermal expansion coefficient can be noted for

MOF-5-F and MOF-5-OH. The values of the different properties discussed in Chapter 3, are shown

in Table 4.1 on page 118.

The functional group has not much influence on the cell shape. All structures remain cubic, while

the lattice parameter a has a value in the range of 26.11 Å to 26.17 Å. The MOFs with func-

tional groups Br (IRMOF-2) and NH2 (IRMOF-3) were synthesized by the group of Yaghi [11]. An

interesting property, wich does show some variation, is the pore limiting diameter (PLD). Using

CN or Br, an increase of more than 1 Å is noted relative to MOF-5, due to the presence of open

116
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Figure 4.1: Thermal expansion behavior of functionalized MOF-5: volume as function of the temperature.

channels (Figure 4.8). These channels arise because of the strong electrostatic repulsion between

the carboxyl oxygen and functional group, which causes the linker to twist. The accessible surface

area (ASA) decreases, except for MOF-5-CH3, where a slight increase is noted. The functionalized

MOFs get softer, i.e. the bulk modulus degrades, with a maximal decrease for MOF-5-OH of 40%.

The anisotropy factor AE remains largely unchanged, but there are some slight deviations of the

isotropic structure, when looking at the range of the linear compressibility ∆β = βmax − βmin. For

flexible MOFs, this value was found to be higher than 100 TPa−1 based on the results of Chapter 3.

Here, all functionalized MOFs remain rigid according to this criterion. Functionalizing the material

does not lead to auxetic behavior, as the minimal Poisson ratio (ν) remains positive in all cases.

Overall, the mechanical properties are not very affected by the functional group.

Figure 4.2: Open channel (left) and closed channel (right) in MOF-5-CN.
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Table 4.1: Textural, thermal and mechanical properties for the functionalization of MOF-5.

PLD ASA αV K AE ∆β νmin a (0 K)
[Å] [m2g−1] [106 K−1] [GPa] [TPa−1] [Å]

MOF-5 8.06 3917 -102 10.19 10.6 0.0 0.03 26.13

MOF-5-Br 9.54 2945 / 8.98 10.5 27.0 0.02 26.11

MOF-5-Cl 8.09 3568 -112 8.45 10.6 22.0 0.02 26.15

MOF-5-F 8.82 3679 -132 9.36 12.5 1.9 0.03 26.16

MOF-5-NH2 7.98 3759 -104 9.82 9.2 5.6 0.03 26.17

MOF-5-CH3 7.51 3942 / 8.79 12.8 5.9 0.02 26.12

MOF-5-OCH3 7.04 3918 -110 8.36 10.9 5.6 0.03 26.13

MOF-5-OH 7.12 3864 -132 5.87 10.2 26.2 0.01 26.11

MOF-5-CN 9.28 3626 / 9.35 11.1 2.0 0.03 26.11

Table 4.2: Properties of the IRMOF series, extended with other hypothetical materials.

PLD ASA Void αV K AE AG λ a (0 K)
[Å] [m2g−1] [%] [106 K−1] [GPa] [GPa] [Å]

MOF-5 (BDC) 8.06 3917 48 -102 10.19 11 12 0.45 26.134

IRMOF-6 (CBBDC) 8.11 3566 41 -133 9.81 13 15 0.36 26.204

IRMOF-8 (2,6-NDC) 9.17 4568 56 -109 2.66 10 12 0.22 30.364

IRMOF-10 (BPDC) 11.11 5153 65 -160 2.78 21 24 0.11 34.698

IRMOF-14 (PDC) 10.52 4953 61 -111 6.69 26 30 0.13 34.621

IRMOF-16 (TPDC) 16.63 6044 76 / 3.67 37 43 0.05 43.368

HMOF 1 (DPADC) 14.62 5826 74 -175 4.60 31 36 0.06 39.849

HMOF 2 (HPDC) 12.11 5008 64 / 6.40 22 26 0.12 34.808

HMOF 3 (DPTZDC) 16.73 5516 77 -162 3.95 45 55 0.05 42.870

In Table 4.2, several organic linkers (Figure 4.11 on page 129) were combined with the inorganic

building block of MOF-5. The linker is indicated between brackets in Table 4.2. Some of them

were previously synthesized by the group of Yaghi [11]. All structures satisfy the Born stability

criterion as the smallest eigenvalue λ of the stiffness tensor remains positive. It can be noted

that this eigenvalue decreases with increasing linker length. The PLD is directly related to the

linker length and the largest pore diameters are therefore found in IRMOF-16, HMOF-1 (HMOF

= Hypothetical MOF) and HMOF-3, while the smallest are found in MOF-5 and IRMOF-6 (see

Figure 4.11 on page 129). The first have an extremely large void fraction, i.e. the empty space

within the unit cel, of more than 75%. This is an increase of 25% compared with MOF-5. In Chap-
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ter 3, the thermal expansion coefficients of several IRMOFs were compared with published results,

which indicated an overestimation of the negative expansion with roughly a factor 3. In Table 4.2,

two structures (HMOF-1 and HMOF-3) are found with an even larger thermal expansion coefficient.

With increasing linker length, the anistropy factors for Young’s modulus (AE) and shear modulus

(AG) increase up to a value of 45 and 55 for HMOF-3, which is comparable to the anisotropy factors

of MIL-53(Ga) and DMOF-1. The results also show that IRMOF-10, with a BPDC linker, can be

strengthened by replacing it with a PDC or HPDC linker. This results in a slight decrease of the

ASA and void fraction, but more than doubles the bulk modulus.

4.2 The MIL-53 family

Influence of the metal center

The thermal expansion behavior obtained for the narrow pore of MIL-53(Sc), MIL-53(Cr) and

MIL-53(Ga) is shown in Figure 4.3. In contrast with other MOFs, a positive thermal expansion

is revealed, that cannot be described by a linear ln(V ) versus T fit. It can, however, be observed

that the temperature dependence of the volume is the lowest for MIL-53(Sc), while the volume of

MIL-53(Cr) increases with nearly 10% in the temperature range 50-500 K.

Figure 4.3: Thermal expansion behavior of MIL-53(Sc), MIL-53(Cr) and MIL-53(Ga) in the narrow pore:
volume versus temperature.

MIL-53(Al) displays another behavior (Figure 4.4). The volume indicated on the figure is the

ensemble-averaged volume of the last 150 ps of a 750 ps run, averaged over two simulations at each

temperature at 1 bar. The red dots are simulations that were initially in the narrow pore, while

the blue dots started in the large pore. At low temperatures, the large-pore structure collapses
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towards the narrow-pore structure, while the narrow pore remains in the narrow pore. At higher

temperatures, the opposite is true and the large pore is observed at the end of each simulation.

A transition area in the temperature range of 200-300 K is found, where transitions between both

states are observed. An example of such a simulation at 250 K is shown in Figure 4.5, where multiple

transitions occur during 750 ps. This agrees with the experimental behavior demonstrated by Liu

et al. [93]. However, more elaborate calculations should be performed to obtain better estimates for

the temperatures of the lp-to-np and np-to-lp transitions since it was shown that transitions might

be due to stochastic processes.

Figure 4.4: Thermal expansion behavior of MIL-53(Al): volume versus temperature.

Figure 4.5: Evolution of the volume during a simulation of MIL-53(Al) at 250 K.
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In Table 4.3, textural and mechanical properties of the stable states of these MOFs at 0 K are

listed. The PLD of the np states is smaller than 3 Å (except for Al), which means that the spherical

probe will not fit in, resulting in a zero ASA. The bulk modulus is correlated with the volume and

interdiagonal angle θ. The smaller the interdiagonal angle, the harder it becomes to compress the

framework, which results in a larger bulk modulus. MIL-53(Sc), with a very narrow-pore state (θ =

35◦), has a bulk modulus of 5 GPa, while the other narrow pores have values beneath 2 GPa. The

anisotropic elastic measures AE , AG and ∆β are also a lot smaller than for MIL-53(Al), MIL-53(Cr)

and MIL-53(Ga). Therefore, we can conclude that MIL-53(Sc) has the most rigid framework.

Table 4.3: Influence of the metal center on the textural and mechanical properties of MIL-53.

PLD ASA K AE AG ∆β νmax νmin V θ
[Å] [m2g−1] [GPa] [TPa−1] [Å3] [◦]

Al (np) 3.09 183 1.05 107 28 1241 5.97 -3.42 1012 43
Al (lp) 7.07 1010 0.88 285 423 3091 4.31 -4.43 1505 80

Sc (np) 2.11 0.0 5.27 35 19 184 1.30 -0.67 960 35

Cr (np) 2.81 0.0 1.78 84 23 811 3.34 -3.58 987 40

Ga (np) 2.90 0.0 1.53 80 19 828 5.2 -2.73 998 41

Influence of the functional group

In Table 4.4, the interdiagonal angle of the stable states at 0 K is indicated. It is revealed that by

adding a functional group at every BDC linker in the unit cell, the structure prefers the lp state for

most functional groups. For instance, MIL-53(Al) shows no stable narrow pore with the different

functional groups considered. MIL-53(Sc) is in a very narrow-pore state without functional group

and for OH and NH2 the system also remains in a narrow pore. For the other functionalizations,

the large pore is more stable. MIL-53(Cr) and MIL-53(Ga) display some intermediate states with

an interdiagonal angle θ around 65◦. In Figure 4.6, the thermal expansion behavior of MIL-53(Al)

with a functional group is shown. Very distinct features are revealed. On the one hand, Br, Cl and

CH3 functional groups lead to a clear negative expansion and OCH3 to a positive expansion. On

the other hand, the volume of MIL-53(Al)-CN increases when increasing the temperature at low

temperature, while it decreases again starting from 250 K. MIL-53(Al)-NH2 does not expand or

shrink until 250 K, where a sudden decrease of nearly 80 Å3 is found.

A selected number of functional groups is compared in Table 4.5 on page 123. It can be seen that

the ASA is mainly determined by the metal center, while the mechanical properties are determined

by the functional group. The bulk moduli of MIL-53-Cl and MIL-53-OCH3 are larger than the bulk

modulus of MIL-53-NH2. The anisotropy factors and range of the linear compressibility are larger

in the case of MIL-53-NH2. The largest negative Poisson ratio is also consistently found for NH2.

Only MIL-53(Sc) seems to break this trend, e.g. NH2 functionalization results in a np and the bulk

moduli are lower.
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Table 4.4: Interdiagonal angle θ of the MIL-53 after functionalizing it at 0 K.

Functional group Al Sc Cr Ga

none 43 35 40 41

Br 88 81 84 82

Cl 83 75 78 78

F 79 82 77 62

OCH3 78 72 75 74

CH3 87 78 81 80

NH2 80 44 71 71

CN 76 / 74 74

OH 81 49 61 67

Figure 4.6: Thermal expansion behavior of MIL-53(Al) with a functional group: volume versus tempera-
ture.

Influence of the organic linker

In Figure 4.7, the thermal expansion behavior of MIL-53(Al) with other organic linkers is displayed.

The thermal expansion behavior of these structures shows strong deviations of the linear ln(V ) ver-

sus T behavior, such that it was decided not to determine a single expansion coefficient, but rather

show the entire profile. Some linkers result in positive thermal expansion and others in negative

thermal expansion. On the left side, structures that are stable narrow-pore states are shown, while

on the right side, large-pore structures are given. These figures illustrate the wealth of possibili-

ties one has in selecting the required thermal expansion behavior, by choosing the appropriate linker.
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Table 4.5: Textural and mechanical properties of functionalized MIL-53(Al), MIL-53(Sc), MIL-53(Cr) and
MIL-53(Ga).

PLD ASA K AE AG ∆β νmin
[Å] [m2g−1] [GPa] [TPa−1]

Al Cl lp 5.48 1612 8.4 35 58 297 -0.86
NH2 lp 6.22 1720 4.81 80 115 735 -1.62
OCH3 lp 4.37 1507 7.07 28 36 301 -0.61

Sc Cl lp 6.39 1677 4.26 38 48 528 -0.86
NH2 np 3.51 568 1.51 67 21 887 -2.40
OCH3 lp 5.09 1559 5.82 25 28 389 -0.77

Cr Cl lp 5.81 1485 8.09 28 41 279 -0.69
NH2 lp 6.57 1494 3.05 64 68 758 -1.46
OCH3 lp 4.57 1364 6.82 23 30 281 -0.59

Ga Cl lp 5.66 1359 6.14 20 29 231 -0.39
NH2 lp 6.48 1355 3.02 52 55 705 -1.34
OCH3 lp 4.57 1232 5.39 19 26 266 -0.56

Figure 4.7: Influence of organic linker on thermal expansion behavior of MIL-53(Al). On the left side, the
structures display a closed form, while on the right side a large pore is obtained.

In Table 4.6, a comparison is made between different linkers for the MIL-53 structures with Al and

Sc as metal centers. In all cases a lower interdiagonal angle is found for scandium, consistent with

the standard MIL-53 case, where MIL-53(Sc) has a very narrow-pore state. While with BPDC and

TPDC linkers a narrow pore is found at 0 K, DPADC, DPTZDC and 1,4-NDC are in the large pore.

The BPDC and TPDC are not surprising as the narrow pore in MIL-53(Al) is largely stabilized by

the dispersion interactions between the BDC linkers. By increasing the length of the linker, this

effect is increased. For PDC, which is a large planar structure, this is not possible due to the Pauli

repulsion of neighboring linkers, therefore, an intermediate state is observed (Figure 4.8 (left)). The
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same occurs for 1,4-NDC, where a closed disordered structure is found in which the Pauli repulsion

is minimized (Figure 4.8 (right)). It is remarkable that for the extended MIL-53(Al) with DPADC

and DPTZDC a large pore is detected. By replacing the middle phenyl group with a nitrogen

substituted ring or by a linear C-C bond the stabilization energy is not sufficient to stabilize the

narrow pore. The mechanical quantities are very similar for MIL-53(Sc) and MIL-53(Al), except

for 1,4-NDC. The large-pore states with extended linkers have a very small bulk modulus and the

smallest eigenvalue is almost zero, indicating a very unstable structure.

Table 4.6: Textural and mechanical properties of other organic linkers for MIL-53(Al) and MIL-53(Sc).

Linker PLD ASA K AE AG ∆β λ θ
[Å] [m2g−1] [GPa] [TPa−1] [GPa] [◦]

Al BPDC 2.53 0 5.03 29 16 195 1.54 29
DPADC 12.39 3532 0.59 924 1170 14564 0.02 82
TPDC 2.41 0 8.67 15 26 100 3.20 22
PDC 3.11 697 6.23 21 48 289 0.92 84
1,4-NDC 6.98 1295 1.36 69 25 1018 0.08 49
DPTZDC 15.21 3210 0.53 275 478 4061 0.08 82

Sc BPDC 2.16 0 5.80 26 11 150 1.18 27
TPDC 2.33 0 9.16 16 15 79 2.58 21
1,4-NDC 3.79 1293 2.40 20 36 764 0.97 73
HPDC 5.95 1214 1.32 67 17 1012 0.58 43

Figure 4.8: Periodic structures of MIL-53(Al) with PDC (left) and 1,4-NDC (right) linkers.

4.3 The MIL-47 family

The thermal expansion behavior of functionalized MIL-47 is shown in Figure 4.9. MIL-47 without

functional group exhibits a linear decrease of the volume in the range of 50 to 250 K and for 350

to 500 K, while an increase of the volume is found for intermediate temperatures. These results

were found after a total simulation length of 9 ns at 1 bar, such that the ensemble-averaged volume

should be converged. The thermal expansion behavior of the the functionalized MIL-47 structures

was determined from a single 2 ns run at each temperature. Different thermal expansion behaviors
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are observed, similar as for MIL-53(Al). MIL-47-NH2 shows a large positive expansion, while MIL-

53(Al)-NH2 displayed a strange temperature dependence. Functionalization with OCH3, CN or Cl

only leads to a slight change in volume with temperature.

Figure 4.9: Thermal expansion behavior of MIL-47 with a functional group.

Table 4.7: Influence of the functional group on textural and mechanical properties of MIL-47.

PLD ASA K AE AG ∆β νmin θ
[Å] [m2g−1] [GPa] [TPa−1] [◦]

MIL-47 7.00 1985 4.63 57 85 503 -0.87 80

Br 6.02 1432 10.43 26 39 196 -0.57 81

Cl 6.68 1600 6.68 42 54 450 -0.85 77

F 7.31 1739 4.44 65 93 581 -0.92 80

OCH3 4.92 1743 6.61 28 36 328 -0.62 76

CH3 6.33 1792 6.62 28 44 293 -0.56 79

NH2 6.42 1639 1.26 116 117 1746 -2.47 69

OH 6.62 1894 2.37 93 105 1166 -1.83 74

CN 5.88 1666 8.89 18 30 183 -0.38 80

In Table 4.7, some mechanical and textural properties of functionalized MIL-47 are listed. The

interdiagonal angle is also given, to illustrate that a large pore is always observed. The ASA

varies in the range 1432-1894 m2g−1 and is the lowest for MIL-47-Br. This is probably because

Br is a heavier element and the ASA is normalized on the weight. By functionalizing the material

with Br, Cl, CN, CH3 and OCH3, the material gets harder with a maximum bulk modulus of 10
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GPa for MIL-47-Br. The anisotropy factors, ∆β and νmin decrease for these materials (in absolute

value) compared with the non-functionalized MIL-47, while the opposite is true for F, NH2 and OH.

Table 4.8: Influence of other linkers on textural and mechanical properties of MIL-47.

PLD Void K AE AG ∆β νmin
[Å] [%] [GPa] [TPa−1]

MIL-47 7.00 20 4.63 57 85 503 -0.87

DPADC 12.74 42 0.65 122 93 3549 -2.13

TPDC 12.64 41 0.52 251 221 6669 -3.46

1,4-NDC 3.47 3 4.03 23 46 402 -0.88

PDC 6.74 13 0.58 117 40 2128 -3.52

The thermal expansion is not shown for different organic linkers, but the same conclusions can be

drawn as for MIL-53(Al), where strongly different thermal expansion behavior was found depending

on the linker. In Table 4.8, some textural and mechanical properties are listed. The void fraction

doubles when changing the BDC linker to a TPDC linker. The PLD is then 12.6 Å and a very low

bulk modulus of 0.5 GPa is found. This structure is very soft and close to mechanical unstability.

In contrast with MIL-53(Al), the extended linker materials remain in the large pore, consistent with

the more rigid behavior of MIL-47. An extremely large range of linear compressibility can also be

found for the TPDC linker.

4.4 The HKUST-1 family

In Figure 4.10, the thermal expansion behavior is presented for HKUST-1 with metal centers V,

Fe, Co, Ni and Cu. All materials show negative thermal expansion on average, but HKUST-1(V)

seems to expand at low temperatures. The other four metal centra show a near linear behavior and

the fitted thermal expansion coefficient is shown in Table 4.9. HKUST-1(Fe), HKUST-1(Co) and

HKUST-1(Ni) display a negative thermal expansion with a coefficient of approximately -30 · 106

K−1, while HKUST-1(Cu) has a somewhat larger coefficient of -40 · 106 K−1. In previous chapter,

it was shown that HKUST-1(Cu) is isotropic and rigid (compared to the other studied MOFs), but

that it shows a negative Poisson ratio in certain directions. When pulling in the [110] directions,

the material expands in the [11̄0] directions. In Table 4.9, some mechanical properties are listed to

illustrate that the elastic properties are independent of the metal centra. This supports the idea

that the mechanical properties are mainly determined by the framework topology, instead of the

precise chemical nature. Textural properties such as pore diameters and void fraction are all very

similar. The accessible surface area is also tabulated, which in this case follows the same trend of

the volume of the structure (see lattice parameter a in Table 4.9).
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Figure 4.10: Thermal expansion behavior of HKUST-1 with different metal centra.

Table 4.9: Textural, thermal and mechanical properties of HKUST-1 with different metal centra.

ASA [m2g−1] αV [106 K−1] K [GPa] AE AG νmin a [Å] (0 K)

V 2839 / 13.5 3.01 5.35 -0.12 26.907

Fe 2671 -29 15.6 2.83 5.96 -0.08 26.455

Co 2579 -32 16.3 3.29 5.88 -0.14 26.301

Ni 2530 -29 16.3 3.13 6.04 -0.12 26.183

Cu 2606 -40 14.3 3.61 5.09 -0.19 26.631

4.5 Conclusion

The final set of materials is too small to detect structure-property relations, but some interesting

effects were revealed by studying the influence of the linker and/or metal center. The whole IR-

MOF series displays negative thermal expansion. The structures become more flexible, but also

more unstable, when the linker length is increased, which also results in a larger thermal expansion

coefficient. The maximal void fraction is found for IRMOF-16 with approximately 75% empty space

in the framework. IRMOF-10, with a biphenyl linker, can be strengthened with a PDC or HPDC

linker, without jeopardizing the interesting properties such as a large PLD and accessible surface

area. Functionalizing MOF-5 leads to softer materials, i.e. a lower bulk modulus, but overall this

has not much influence on the anisotropic elastic behavior.

With functional groups and different organic linkers, it is possible to obtain a wide variety of volume

dependent temperature behavior in MIL-53. By adding a functional group on the BDC linker, the

bulk modulus is strongly increased, and instead of a narrow pore (at 0 K), mostly a large pore is
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preferred. In contrast, extended linkers lead to very mechanically unstable structures. The same

conclusions could be drawn for MIL-47.

Finally, it was shown that the metal center has not much influence on the mechanical properties in

HKUST-1. This supports the idea that the mechanical properties are dominantly determined by

the framework topology. All structures showed a negative linear ln(V ) versus T behavior.
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Figure 4.11: Overview of different organic linkers.



Chapter 5

Conclusion and outlook

The number of experimentally characterized metal-organic frameworks increases every day, but the

great diversity of molecular building blocks, together with the various ways of combining them,

leads to an unlimited number of possible structures. Computational high-throughput methods

have become a new tool that offers the promise of fast and efficient materials screening. This

rapidly emerging field of research aims to identify novel promising structures and to gain new phys-

ical insights such as structure-property relations. To date, a fully quantum mechanical large-scale

screening of MOFs is not attainable due to the high computational cost. Other less accurate, but

cheaper, simulation techniques have to be considered. Molecular mechanics and force fields offer

a solution to access larger length and time scale. Until now, high-throughput studies of MOFs

have mainly focused on the adsorption of small molecules such as H2, CH4 and CO2. In these

investigations, the framework is kept rigid and only the guest-host interaction is modeled, but such

an approach is inherently limited. To study mechanical, thermal and dynamical behavior of the

framework, intraframework interactions are required and flexible force fields must be used.

Generating accurate flexible force fields on a large scale is not a trivial task. A systematic ap-

proach consists in parametrizing the force fields with quantum mechanical data, which is possible

with QuickFF [67], a software package recently developed at the CMM. Force-field parameters are

derived from two different clusters, representing the inorganic metal node and organic linker, and

these parameters are subsequently combined in the periodic structure. In this work, force fields

were first generated for different systems with various molecular environments, to illustrate the

general applicability of the applied methods. The methodology was validated in the second chapter

by constructing force fields for well-known and experimentally characterized MOFs, viz. MOF-5,

MIL-53, MIL-47, HKUST-1, ZIF-8 and DMOF-1. Overall, the force fields succeed in reproducing

the equilibrium cell shape. A crucial term in the force-field energy expression, especially for flexible

MOFs like MIL-53 and MIL-47, is the van der Waals interaction, which was added a posteriori, but

fine-tuned ad hoc. These parameters were observed to strongly influence the breathing behavior and

cell shape. These interactions can, however, be tuned whenever extra experimental or theoretical

data are available. This was demonstrated with the force field of MIL-47, where the experimentally

130
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observed pressure-induced breathing behavior was obtained after rescaling the standard MM3 van

der Waals parameters [80].

Another very important part of a high-throughput screening is the definition of so-called descriptors,

which connect the calculated microscopic parameters to macroscopic properties of the materials.

For gas adsorption and separation purposes, descriptors were identified such as the pore limiting

diameter and the void fraction [27]. However, to characterize mechanical and thermal behavior of

MOFs, new descriptors are required. Ortiz et al. [42] suggested to study the anisotropic elastic

behavior as a predictor of framework flexibility. This requires the calculation of the full stiffness

tensor. To be feasible in a large-scale screening of MOFs, force fields must therefore be constructed

that can accurately describe the elastic behavior. In this work, it was shown that the anistropic

elastic behavior obtained with the force fields clearly separates the rigid from the flexible frameworks.

Furthermore, the heat capacity and thermal expansion behavior were investigated. No reliable

measure of the heat capacity was found with classical molecular dynamics simulations, nor with a

harmonic approximation of the phonon spectrum. Different, more advanced, techniques exist that

could provide a better approximation, but they have currently not been tested on MOFs [138,139].

The negative thermal expansion, on the other hand, tends to be overestimated by the new force

fields compared to other theoretical and experimental results, but the same trends are visible. It was

moreover demonstrated by means of DMOF-1 that the temperature-dependent thermal expansion

coefficient could be retrieved from sufficiently long molecular dynamics simulations.

The textural properties provide a third way of characterizing the MOF, but not much time was

spent on this subject, as several reliable high-throughput tools are already freely available in the

literature to calculate these properties [27,120].

In the last chapter, the search space was extended and the validated methodology of the previous

chapters was applied. Different organic linkers and functional groups were now considered and

with only a group of about hundred materials, already some interesting trends were revealed. For

instance, the flexible MOFs - MIL-53 and MIL-47 - displayed thermal expansion behavior that

was strongly dependent on the organic linker. For the mechanical properties of HKUST-1, it was

found that the metal centers hardly have any influence. These two examples illustrate the wealth

of information that can be obtained by increasing the search space.

In this work, some issues were detected that need to be addressed before a high-throughput search

can be undertaken on the mechanical and/or thermal properties of MOFs. The cluster-based ap-

proach can be considered well-established and the newly derived force fields were found to be

accurate. However, while QuickFF succeeds in accurately parametrizing the covalent interactions,

the large sensitivity of the force field on the van der Waals parameters in the case of flexible frame-

works is an important problem, which strongly limits the predictive power. New models for the
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van der Waals interactions, and nonbonded interactions in general, are therefore highly desirable.

Two other issues that must be tackled, are the deviation of the elastic constants from ab initio

results and the systematic overestimation of the thermal expansion. To this end, a more in-depth

investigation of these differences is required.

The final step in a high-throughput screening is the analysis of the data. In this case, a compromise

between different properties often has to be made. One possible approach is to select the best

performing materials with a Pareto analysis and introduce a further ranking of the Pareto elements

with a scheme that was recently proposed by Lejaeghere et al. [9]. Although the size of the considered

test set did not allow us to perform such a study yet, the methods and force fields developed in

this work demonstrate that such a procedure is not only feasible, but yields unexpected insights

at a computationally acceptable cost. Using the methodology outlined in this thesis, both for

constructing force fields as well as for computing several properties, one now has the tools at hand

to perform an extended screening of a large number of existing and hypothetical MOFs. A simple

extension of this thesis to a large set of MOFs may therefore open up entire new classes of materials

with a large range of fascinating properties.
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Dynamics Simulations of Breathing MOFs: Structural Transitions of MIL-53(Cr) upon Ther-

mal Activation and CO2 Adsorption,” Angew. Chem. Int. Ed., vol. 47, no. 44, pp. 8487–8491,

2008.

[2] S. Curtarolo, G. L. W. Hart, M. B. Nardelli, N. Mingo, S. Sanvito, and O. Levy, “The

High-Throughput Highway to Computational Materials Design,” Nat. Mater., vol. 12, no. 3,

pp. 191–201, 2013.

[3] V. Pareto, Manuale di Economia Politica. Societa Editrice Libraria, 1906.
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Morris, and C. Serre, “Metal-Organic Frameworks in Biomedicine,” Chem. Rev., vol. 112,

no. 2, pp. 1232–1268, 2012.

[21] S. T. Meek, J. A. Greathouse, and M. D. Allendorf, “Metal-Organic Frameworks: A Rapidly

Growing Class of Versatile Nanoporous Materials,” Adv. Mater., vol. 23, no. 2, pp. 249–267,

2011.

[22] M. Kurmoo, “Magnetic Metal-Organic Frameworks,” Chem. Soc. Rev., vol. 38, no. 5, p. 1353,

2009.
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[90] B. Civalleri, F. Napoli, Y. Noël, C. Roetti, and R. Dovesi, “Ab-initio Prediction of Materials

Properties with CRYSTAL: MOF-5 as a Case Study,” CrystEngComm, vol. 8, no. 5, pp. 364–

371, 2006.

[91] D. F. Bahr, J. A. Reid, W. M. Mook, C. A. Bauer, R. Stumpf, A. J. Skulan, N. R. Moody,

B. A. Simmons, M. M. Shindel, and M. D. Allendorf, “Mechanical Properties of Cubic Zinc

Carboxylate IRMOF-1 Metal-Organic Framework Crystals,” Phys. Rev. B, vol. 76, no. 18,

p. 184106, 2007.

[92] P. G. Yot, Q. Ma, J. Haines, Q. Yang, A. Ghoufi, T. Devic, C. Serre, V. Dimitriev, G. Férey,
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[110] K. Barthelet, J. Marrot, D. Riou, and G. Férey, “A Breathing Hybrid Organic-Inorganic Solid

with Very Large Pores and High Magnetic Characteristics,” Angew. Chem. Int. Ed., vol. 41,

no. 2, pp. 281–284, 2002.

[111] S. S. Y. Chui, S. M. F. Lo, J. P. H. Charmant, A. G. Orpen, and I. D. Williams, “A Chemically

Functionalizable Nanoporous Material [Cu3(TMA)2(H2O)3]n,” Science, vol. 283, no. 5405,

pp. 1148–1150, 1999.

[112] J. I. Feldblyum, M. Liu, D. W. Gidley, and A. J. Matzger, “Reconciling the Discrepancies

between Crystallographic Porosity and Guest Access As Exemplified by Zn-HKUST-1,” J.

Am. Chem. Soc., vol. 133, no. 45, pp. 18257–18263, 2011.

[113] P. Maniam and N. Stock, “Investigation of Porous Ni-Based Metal-Organic Frameworks Con-

taining Paddle-Wheel Type Inorganic Building Units via High-Throughput Methods,” Inorg.

Chem., vol. 50, no. 11, pp. 5085–5097, 2011.



Bibliography 143

[114] P. Ryan, I. Konstantinov, R. Q. Snurr, and L. J. Broadbelt, “DFT Investigation of Hydroper-

oxide Decomposition over Copper and Cobalt Sites within Metal-Organic Frameworks,” J.

Catal., vol. 286, pp. 95–102, 2012.

[115] B. Lukose, B. Supronowicz, P. S. Petkov, J. Frenzel, A. B. Kuc, G. Seifert, G. N. Vayssilov, and

T. Heine, “Structural properties of Metal-Organic Frameworks within the Density-Functional

Based Tight-Binding Method,” Phys. Status Solidi B, vol. 249, no. 2, pp. 335–342, 2012.

[116] V. K. Peterson, Y. Liu, C. M. Brown, and C. J. Kepert, “Neutron Powder Diffraction Study

of D2 Sorption in Cu3(1,3,5-benzenetricarboxylate)2,” J. Am. Chem. Soc., vol. 128, no. 49,

pp. 15578–15579, 2006.

[117] S. Amirjalayer, M. Tafipolsky, and R. Schmid, “Exploring Network Topologies of Copper

Paddle Wheel Based Metal-Organic Frameworks with a First-Principles Derived Force Field,”

J. Phys. Chem. C, vol. 115, no. 31, pp. 15133–15139, 2011.

[118] D. N. Dybtsev, H. Chun, and K. Kim, “Rigid and Flexible: A Highly Porous Metal-Organic

Framework with Unusual Guest-Dependent Dynamic Behavior,” Angew. Chem. Int. Ed.,

vol. 43, no. 38, pp. 5033–5036, 2004.

[119] J.-C. Tan, B. Civalleri, C.-C. Lin, L. Valenzano, R. Galvelis, P.-F. Chen, T. D. Bennett,

C. Mellot-Draznieks, C. M. Zicovich-Wilson, and A. K. Cheetham, “Exceptionally Low Shear

Modulus in a Prototypical Imidazole-Based Metal-Organic Framework,” Phys. Rev. Lett.,

vol. 108, no. 9, p. 095502, 2012.

[120] L. Sarkisov and J. Kim, “Computational Structure Characterization Tools for the Era of

Material Informatics,” Chem. Eng. Sci., vol. 121, pp. 322–330, 2015.

[121] R. L. Martin, B. Smit, and M. Haranczyk, “Addressing Challenges of Identifying Geometri-

cally Diverse Sets of Crystalline Porous Materials,” J. Chem. Inf. Comput. Sci., vol. 52, no. 2,

pp. 308–318, 2011.

[122] T. F. Willems, C. H. Rycroft, M. Kazi, J. C. Meza, and M. Haranczyk, “Algorithms and Tools

for High-Throughput Geometry-Based Analysis of Crystalline Porous Materials,” Microporous

Mesoporous Mater., vol. 149, pp. 134–141, 2012.

[123] M. Pinheiro, R. L. Martin, C. H. Rycroft, A. Jones, E. Iglesia, and M. Haranczyk, “Char-

acterization and Comparison of Pore Landscapes in Crystalline Porous Materials,” J. Mol.

Graphics Modell., vol. 44, pp. 208–219, 2013.

[124] J.-C. Tan, T. D. Bennett, and A. K. Cheetham, “Chemical Structure, Network Topology,

and Porosity Effects on the Mechanical Properties on the Mechanical Properties of Zeolitic

Imidazolate Frameworks,” Proc. Natl. Acad. Sci., vol. 107, no. 22, pp. 9938–9943, 2010.

[125] D. R. Gaskell, Introduction to the thermodynamics of materials. Tayler & Francis, 5th ed.,

2008.



Bibliography 144

[126] P. Canepa, K. Tan, Y. Du, H. Lu, Y. J. Chabal, and T. Thonhauser, “Structural, Elas-

tic, Thermal, and Electronic Response of Small-Molecule-Loaded Metal Organic Frameworks

Materials,” J. Mater. Chem. A, vol. 3, no. 3, pp. 986–995, 2015.

[127] A. Ghysels, T. Verstraelen, K. Hemelsoet, M. Waroquier, and V. Van Speybroeck, “TAMkin:

A Versatile Package for Vibrational Analysis and Chemical Kinetics,” J. Chem. Inf. Model.,

vol. 50, no. 9, pp. 1736–1750, 2010.
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